Enhancing handwritten numeric string recognition through incremental support vector machines
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Abstract: Handwritten digit recognition systems are integral to diverse applications such as postal services, banking, and document processing in our digitally-driven society. This research addresses the challenges posed by evolving datasets and dynamic scenarios in handwritten digit recognition by proposing an approach based on incremental support vector machines (ISVM). ISVM is an extension of traditional support vector machines (SVM) designed to handle scenarios where new data points become available over time. The dataset includes handwritten images (numbers “0” to “6”) and trials introducing new classes (“7”, “8”, and “9”). Evaluation utilizes k-fold cross-validation for robustness. Digital image processing involves converting images into numeric data using the histogram method. The result showed the positive outcomes of using ISVM in handwritten digit recognition, emphasizing its adaptability to incremental learning and its ability to maintain robust performance in the face of evolving datasets, which is crucial for real-world applications.
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1. Introduction

The significance of handwritten digit recognition systems cannot be overstated, as they play a pivotal role in a myriad of critical applications spanning postal services, banking, and document processing. In an era of digital transformation, where vast amounts of information are conveyed through handwritten numeric strings, the accuracy and efficiency of recognition systems become paramount [1–3].

Despite considerable advancements in pattern recognition, the intricate nature of handwritten digits poses ongoing challenges [4]. Variations in writing styles, distortions introduced during the writing process, and inherent noise within the data contribute to the complexity of the recognition task [5]. Therefore, the continual enhancement of handwritten digit recognition systems becomes imperative to address these challenges and ensure the seamless integration of handwritten data into various facets of our digitally-driven society [6,7]. As such, this research endeavors to contribute to the refinement of recognition systems, specifically through the exploration of Incremental Support Vector Machines, aiming to not only overcome existing limitations but also to elevate the adaptability and accuracy of these systems in the face of evolving datasets and dynamic real-world scenarios [8].
Conventional methods for recognizing handwritten digits commonly employ machine learning algorithms, and support vector machines (SVM) have demonstrated effectiveness in this application. SVM are robust classifiers recognized for their capacity to manage high-dimensional data and intricate non-linear relationships. Numerous prior investigations have attested to the proficiency of SVM in successfully addressing the challenges associated with handwritten digit recognition [9,10]. For example, Mahmoud Shams et al. [11], demonstrate the collaborative impact of combining convolutional neural networks (CNN) and support vector machines (SVM) in recognizing Arabic handwritten characters. This fusion leverages the feature extraction strengths inherent in CNN and the discriminative prowess of SVM, with the overarching goal of improving the precision and efficiency of the character recognition process. Additional examples are observable in the findings derived from research carried out by Rajnoha et al. [12] and Katiyar et al. [13]. Both researches were proved that SVM can recognize handwriting with fairly high accuracy. However, the incorporation of a more dynamic learning model for SVM, allowing the addition of new data without necessitating the repetition of prior learning, remains a persistent challenge in the current landscape.

This paper focuses on addressing the limitations of conventional SVM in the context of handwritten numeric string recognition by proposing an approach based on incremental support vector machines (ISVM). Incremental learning is essential in real-world scenarios where the system needs to adapt to accommodate additional data without retraining the entire model [14,15]. By exploring the potential of ISVM, we aim to enhance the adaptability and performance of handwritten numeric string recognition systems. The objective of this research is to investigate the feasibility and effectiveness of employing ISVM for continuous learning in the context of handwritten digit recognition. We aim to contribute to the existing body of knowledge by providing insights into the advantages of incremental learning techniques, specifically ISVM, in handling evolving datasets and improving the accuracy of handwritten numeric string recognition systems.

2. Related work

2.1. Dataset

In the initial phase of this study, the dataset employed consisted of handwritten images depicting numbers ranging from “0” to “6”. The dataset comprised a total of 7000 images, with each category encompassing 500 images. The data was partitioned into 90% for training and 10% for testing purposes. Additionally, to expand the scope of classes, three trials were conducted. The first trial introduced a new class featuring handwritten images of the number “7”, totaling 750 images. The second trial introduced a class showcasing handwritten images of the number “8”, comprising 500 images. The third trial added a class depicting handwritten images of the number “9”, amounting to 250 images. Similar to the initial dataset, each of these new classes adhered to a distribution of 90% for training and 10% for testing.

To assess the effectiveness of the developed method, the research employed the k-fold cross-validation technique, a widely-used resampling method in machine
learning and statistical modeling for evaluating model performance and generalization [16]. In this process, the dataset was partitioned into ten subsets, where nine subsets were allocated for training (denoted as \(x\)) and one subset for testing (denoted as \(y\)) in each iteration. This iterative procedure was repeated ten times, ensuring varied combinations of training and testing data with each repetition. By adopting this approach, the research aimed to enhance the robustness of the assessment during the pattern recognition test process [17,18].

2.2. Digital image processing

Recognizing handwriting poses a challenge within the realm of automatic pattern recognition, particularly in the context of digital images. Digital image recognition focuses on developing algorithms and systems that enable machines to interpret and understand visual information within digital images. Through the application of machine learning algorithms during a training phase with labeled examples, the system learns to associate specific features with particular objects or patterns. Once trained, the system can classify or identify objects in new images [19,20].

In the context of our research, the process of converting images into numeric data using the histogram method is fundamental. The process involves representing the image as a histogram and extracting relevant statistical features. Here’s a simplified representation of this process: Let \(I\) be the grayscale image with pixel intensities ranging from 0 to 255. The histogram, denoted as \(H\), is constructed to represent the frequency distribution of pixel intensities in \(I\).

\[
H(i) = \frac{\text{Frequency of intensity } i}{\text{Total number of pixels in } I}
\]  
\[
\mu = \sum_{i=0}^{255} i \cdot H(i)
\]  
\[
\sigma = \sqrt{\sum_{i=0}^{255} (i - \mu)^2 \cdot H(i)}
\]  
\[
skew = \frac{\sum_{i=0}^{255} (i - \mu)^3 \cdot H(i)}{\sigma^3}
\]  
\[
kurt = \frac{\sum_{i=0}^{255} (i - \mu)^4 \cdot H(i)}{\sigma^4}
\]

These statistical features, along with other relevant characteristics, can be organized into a one-dimensional vector \(V\), serving as the numeric representation of the image:

\[
V = [\mu, \sigma, skew, kurt, ...]
\]

This vector \(V\) captures essential information about the image’s pixel intensity distribution, providing a basis for further analysis, such as machine learning tasks or quantitative assessments in the context of our research. This approach proves
particularly relevant in situations where pixel intensity distribution holds significant implications for the features we aim to extract and analyze in our research [21].

2.3. Incremental support vector machine

Incremental support vector machines are an extension of traditional support vector machines designed to handle scenarios where new data points become available over time. SVM are powerful machine learning models used for classification and regression tasks, particularly effective in high-dimensional spaces [22]. However, they traditionally require the entire dataset to be available at once for training. Incremental SVM addresses this limitation by allowing the model to be updated incrementally as new data points arrive. This is particularly useful in dynamic or streaming environments where the dataset is not fixed, and new observations are continually added. The incremental learning process involves updating the existing SVM model with the new data, ensuring that the model adapts to changes or additions in the dataset [23].

In SVM, finding the best hyperplane involves determining the optimal decision boundary that maximally separates different classes in the feature space. The best hyperplane is the one that maximizes the margin between the classes [24]. In mathematical terms, the expression for determining this hyperplane is formulated by the following equation [25].

$$\max_\alpha L_D = -\frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j + \sum_{i=1}^{n} \alpha_i$$  \hspace{1cm} (7)

under the condition of

$$\sum_{i=1}^{n} \alpha_i y_i = 0, 0 \leq \alpha_i \leq C, \forall i$$  \hspace{1cm} (8)

According to Zhang et al. [26], after running the SVM training, several data points $x_i$ are obtained with $\alpha_i = 0$, indicating that these data points lie outside the margin. Conversely, there are data points $x_i$ that satisfy $0 \leq \alpha_i \leq C$, signifying that these points precisely lie on the separating plane $f(x) = \pm 1$. Additionally, data points with $C = \alpha$ are situated within the margin and can be expressed as follows:

$$\alpha_i = 0 \rightarrow |f(x_i)| \geq 1$$  \hspace{1cm} (9)

$$0 \leq \alpha_i \leq C \rightarrow |f(x_i)| = 1$$  \hspace{1cm} (10)

$$\alpha = C \rightarrow |f(x_i)| \leq 1$$  \hspace{1cm} (11)

It is crucial to note that each data point lying on the separating plane $f(x) = \pm 1$ is referred to as a support vector. Then by assuming

$$H_{ij} = y_i y_j$$  \hspace{1cm} (12)

then Equation (7) can be written as

$$\max_\alpha -L_D = \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i H_{ij} \alpha_j - \sum_{i=1}^{n} \alpha_i$$  \hspace{1cm} (13)

If derived with respect to $\alpha$, it is obtained

$$P_i = \frac{\partial L}{\partial \alpha_i} = \frac{1}{2} \sum_{i,j=1}^{n} H_{ij} \alpha_j - 1$$  \hspace{1cm} (14)
Zhang et al. [26] also described that if the addition of new data was \( s \), then \( P_i \) changes as follows:

\[
\Delta g_i = H_{is} \Delta \alpha_s + \sum_{j=1}^{n} H_{ij} \alpha_j \tag{15}
\]

\[
0 = y_s \Delta \alpha_s + \sum_{j \in 1}^{n} y_j \Delta \alpha_j \tag{16}
\]

Therefore, if new data \( s \) is added to a system, where \( s \) is a support vector, the result will be:

\[
P_s = H_{ss} \Delta \alpha_s + \sum_{s,j} H_{sj} (\alpha_j + \Delta \alpha_j) - 1 = 0 \tag{17}
\]

so that the equation obtained is

\[
\Delta \alpha_s = \frac{\sum_{j \in s} H_{sj} \alpha_j - 1}{H_{ss}} \tag{18}
\]

\[
\alpha = (\alpha + \Delta \alpha, \alpha_s)^T \tag{19}
\]

So, if there is an addition of data where the data is a support vector, then \( \alpha \) is updated according to Equations (18) and (19).

### 3. Result and discussion

The assessment of the application’s performance involves the computation of key metrics, including Accuracy, Precision, and Recall. Accuracy gauges the proximity between the predicted values and the actual values. Precision quantifies the accuracy level in matching user-requested information with the system’s responses. Meanwhile, Recall measures the system’s effectiveness in rediscovering relevant information [27]. These metrics collectively provide valuable insights into how well the application is performing in terms of providing accurate and relevant results.

Based on the information provided earlier, this study initially examined handwriting recognition using data related to numbers zero to six, and here is the average result:

**Table 1** showed that one striking observation is the exceptionally high precision of 99.45% for the digit one, indicating a remarkable accuracy in correctly predicting instances of this specific digit. Conversely, the precision for the digit five is considerably lower at 46.04%, suggesting challenges in accurately identifying instances of this digit. The recall values add further nuance to the assessment, with the digit one demonstrating a high recall of 96.50%, indicating the model’s effectiveness in capturing a significant proportion of actual instances of this digit. However, recall values for other digits vary, with higher rates for some (e.g., digit six with 84.30%) and lower rates for others (e.g., digit two with 46.20%). The overall accuracy across all digits remains consistent at 92.51%, highlighting the model’s robustness in correctly identifying digits in general. The average precision of 82.17% and average recall of 73.79% provide a comprehensive overview of the model’s overall effectiveness in this initial phase of the study, showcasing both strengths, such as the high precision for digit one, and areas for improvement, such as the lower precision for digit five.
Table 1. Performance of initial stage (7 prior class).

<table>
<thead>
<tr>
<th>Class/number</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>94.99%</td>
<td>57.20%</td>
<td>93.41%</td>
</tr>
<tr>
<td>One</td>
<td>99.45%</td>
<td>96.50%</td>
<td>99.43%</td>
</tr>
<tr>
<td>Two</td>
<td>91.03%</td>
<td>46.20%</td>
<td>91.41%</td>
</tr>
<tr>
<td>Three</td>
<td>96.77%</td>
<td>73.80%</td>
<td>95.91%</td>
</tr>
<tr>
<td>Four</td>
<td>88.98%</td>
<td>78.70%</td>
<td>95.56%</td>
</tr>
<tr>
<td>Five</td>
<td>46.04%</td>
<td>79.80%</td>
<td>83.41%</td>
</tr>
<tr>
<td>Six</td>
<td>57.93%</td>
<td>84.30%</td>
<td>88.43%</td>
</tr>
<tr>
<td>Average</td>
<td>82.17%</td>
<td>73.79%</td>
<td>92.51%</td>
</tr>
</tbody>
</table>

The provided results pertain to a subsequent experiment where a new class, representing digit seven, was introduced into the SVM model initially developed using the proposed methodology. Here the average result.

Table 2, the average precision, recall, and accuracy for each digit class are presented. Notable changes are observed compared to the first table as this:

- Performance on digit seven: The introduction of the new class is evident in the results for digit seven, showing precision of 40.70%, recall of 87.20%, and an accuracy of 85.42%. This indicates the model’s ability to identify instances of the new class, but with a lower precision compared to some existing classes.

- Changes in existing classes: Some existing classes, such as digit zero and digit five, show variations in precision, recall, and accuracy compared to the initial experiment. For instance, precision for digit zero increased to 96.52%, while precision for digit five decreased to 50.13%.

- Overall performance changes: The average precision, recall, and accuracy across all classes are 76.50%, 67.55%, and 91.73%, respectively. Comparing these average values to those in the first table, there is a noticeable shift in the model’s overall performance due to the introduction of the new digit seven class.

Table 2. Performance of 1st update class.

<table>
<thead>
<tr>
<th>Class/number</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>96.52%</td>
<td>52.50%</td>
<td>93.60%</td>
</tr>
<tr>
<td>One</td>
<td>99.49%</td>
<td>95.70%</td>
<td>99.38%</td>
</tr>
<tr>
<td>Two</td>
<td>91.24%</td>
<td>44.40%</td>
<td>92.22%</td>
</tr>
<tr>
<td>Three</td>
<td>94.68%</td>
<td>73.80%</td>
<td>96.13%</td>
</tr>
<tr>
<td>Four</td>
<td>93.58%</td>
<td>69.30%</td>
<td>95.57%</td>
</tr>
<tr>
<td>Five</td>
<td>50.13%</td>
<td>28.50%</td>
<td>87.26%</td>
</tr>
<tr>
<td>Six</td>
<td>45.66%</td>
<td>89.00%</td>
<td>84.25%</td>
</tr>
<tr>
<td>Seven</td>
<td>40.70%</td>
<td>87.20%</td>
<td>85.42%</td>
</tr>
<tr>
<td>Average</td>
<td>76.50%</td>
<td>67.55%</td>
<td>91.73%</td>
</tr>
</tbody>
</table>

In brief, the inclusion of new classes has influenced the model’s performance, affecting not only the accuracy of recognizing the new class but also introducing
changes to the performance metrics for existing classes. Nevertheless, this initial incremental learning experiment demonstrates that the established model continues to exhibit strong performance, comparable to the performance of the original main model. This underscores that, up to this point, the addition of the new class is yielding positive and satisfactory outcomes.

In the subsequent experiment, we reassess the model by adding another new class (digit eight). Overall, this addition of a new class (digit eight) has influenced the model’s performance, resulting in alterations in metrics for both the newly added and existing classes as we see in Table 3. The model remains flexible, showcasing its adaptability. However, the effects on existing classes and the overall average metrics underscore the dynamic nature of the model as it adjusts to the inclusion of extra classes, all the while maintaining satisfactory performance. Here’s the detail of the result:

Table 3. Performance of 2nd update class.

<table>
<thead>
<tr>
<th>Class/number</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>93.48%</td>
<td>43.70%</td>
<td>92.90%</td>
</tr>
<tr>
<td>One</td>
<td>99.80%</td>
<td>97.00%</td>
<td>99.61%</td>
</tr>
<tr>
<td>Two</td>
<td>89.55%</td>
<td>45.00%</td>
<td>92.62%</td>
</tr>
<tr>
<td>Three</td>
<td>96.47%</td>
<td>73.10%</td>
<td>96.46%</td>
</tr>
<tr>
<td>Four</td>
<td>92.46%</td>
<td>71.00%</td>
<td>95.88%</td>
</tr>
<tr>
<td>Five</td>
<td>58.99%</td>
<td>26.90%</td>
<td>88.92%</td>
</tr>
<tr>
<td>Six</td>
<td>49.49%</td>
<td>84.80%</td>
<td>87.20%</td>
</tr>
<tr>
<td>Seven</td>
<td>31.04%</td>
<td>91.07%</td>
<td>80.23%</td>
</tr>
<tr>
<td>Eight</td>
<td>87.02%</td>
<td>61.20%</td>
<td>97.20%</td>
</tr>
<tr>
<td>Average</td>
<td>77.59%</td>
<td>65.97%</td>
<td>92.34%</td>
</tr>
</tbody>
</table>

To enhance our comprehensive understanding of the outcomes associated with incorporating this class into the utilized method, presented below are the results of the subsequent experiment, which involves adding another new class (digit 9) to the pre-established model.

As observed in Table 4, these findings indicate relatively consistent overall performance. The model created in this iteration maintains commendable results, boasting an average precision of 77.82%, recall of 64.58%, and accuracy of 92.76%. This underscores that, even with the introduction of a third new class, the employed method continues to exhibit strong performance, showing minimal deviation from the initial SVM model.
Table 4. Performance of 3rd update class.

<table>
<thead>
<tr>
<th>Class/number</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero</td>
<td>94.15%</td>
<td>43.70%</td>
<td>93.13%</td>
</tr>
<tr>
<td>One</td>
<td>99.70%</td>
<td>95.80%</td>
<td>99.47%</td>
</tr>
<tr>
<td>Two</td>
<td>90.91%</td>
<td>44.70%</td>
<td>92.89%</td>
</tr>
<tr>
<td>Three</td>
<td>97.23%</td>
<td>73.10%</td>
<td>96.60%</td>
</tr>
<tr>
<td>Four</td>
<td>93.26%</td>
<td>69.40%</td>
<td>95.95%</td>
</tr>
<tr>
<td>Five</td>
<td>59.10%</td>
<td>25.40%</td>
<td>89.27%</td>
</tr>
<tr>
<td>Six</td>
<td>58.26%</td>
<td>69.80%</td>
<td>90.36%</td>
</tr>
<tr>
<td>Seven</td>
<td>25.90%</td>
<td>95.33%</td>
<td>75.05%</td>
</tr>
<tr>
<td>Eight</td>
<td>65.64%</td>
<td>67.40%</td>
<td>96.18%</td>
</tr>
<tr>
<td>Nine</td>
<td>94.10%</td>
<td>61.20%</td>
<td>98.73%</td>
</tr>
<tr>
<td>Average</td>
<td>77.82%</td>
<td>64.58%</td>
<td>92.76%</td>
</tr>
</tbody>
</table>

4. Conclusion

This research focused on enhancing handwritten digit recognition systems, acknowledging their critical role in various applications. The exploration of incremental support vector machines (ISVM) aimed to address the challenges posed by evolving datasets and dynamic real-world scenarios. This framework initially employed a dataset ranging from “0” to “6” and demonstrated the effectiveness of ISVM in adapting to incremental data. The integration of new classes, specifically digits “7”, “8”, and “9”, showcased the adaptability of the ISVM model. Despite variations in precision, recall, and accuracy across different classes, the overall performance remained robust. The model consistently demonstrated its ability to accommodate additional classes, maintaining satisfactory outcomes.

The proposed ISVM approach proved to be a valuable tool in this context, providing insights into the advantages of incremental learning techniques for improving the accuracy of handwritten numeric string recognition systems. The results encourage further exploration and development of incremental learning approaches for pattern recognition tasks in the era of digital transformation.
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