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ABSTRACT: The non-isolation of modern, structurally complex, multi-

purpose systems implies not only their interaction with the external envi-

ronment, but also the impact of this environment on the systems them-

selves. The ability to predict and assess the consequences of these impacts, 

which are characterised by great uncertainty about the time, place and 

method of implementation, as well as the choice of a particular object of 

influence, is a task of extreme urgency in today’s globalised world. If the 

stability of functioning of any structurally complex system is understood 

as the achievement by it of the purpose of its functioning with acceptable 

deviations on the volumes and times of implementation of private tasks, 

the safety management in this system is reduced, in fact, to minimisation 

of unplanned losses at the occurrence of abnormal situations of various 

kinds and to carrying out of measures for their prevention. The success of 

such tactics depends largely on the effectiveness of the risk management 

system, on the ability of decision-makers to foresee the possibility of 

poorly formalised threats turning into significant risks, i.e., on having 

methods and tools for ranking threats and significant risk factors. Inevita-

bly, there is the task of setting protection priorities, ranking objectives (usu-

ally of different types), problems and threats, and reallocating available 

(usually limited) resources. The article considers the issues involved in 

building an integral security model that takes into account the risks to the 

assets being protected. 
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1. Introduction 

Ensuring the security of any object implies 

a certain set of measures to counter threats to 

that object, i.e., the concept of threat is funda-

mental because the security system is based on it. 

The resolution of the uncertainty associated with 

the implementation of threats is achieved by 

building a security system based on the so-called 

principle of equal protection. This principle un-

derlies, for example, the development of require-

ments to ensure the security of critical transport 

infrastructure. The concepts considered in con-

nection with the definition of threats allow to 

build the basic scheme of their interaction in the 

form of a model of threats to a separate object, 

group or class of homogeneous objects. For ex-

ample, compressor stations of gas transportation 

systems can be recognised as homogeneous ob-

jects with respect to the spectrum of threats to 

critical elements of their infrastructure, since all 

types of these objects have the same infrastruc-

ture according to the intrasectoral classification 

and differ from each other only by the scale of 
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production activities and the characteristics of 

individual critical elements. 

Both domestic and foreign researchers have 

paid attention to the problems of safety and sta-

bility studies of structurally complex technical 

systems. The reliability of technical systems and 

methods of their risk assessment were developed 

by Kumamoto and Henley[1]. Vemuri[2] consid-

ered typical characteristics of complex technical 

systems widely spread in the national economy, 

indicators of their efficiency, reliability, quality 

of management. In his works a lot of attention 

was paid to methods of modelling the most im-

portant classes of complex systems (mass service 

systems, discrete and continuous production 

processes). Interesting are the later studies of 

Rainshke and Ushakov[3,4], in which they applied 

traditional models and approaches of reliability 

theory to solve problems of rational allocation of 

resources for protection of critical infrastructure 

objects. The logical and probabilistic approach 

to the analysis of reliability and safety of struc-

turally complex systems was developed by 

Ryabinin[5], Solozhentsev[6], and Mozhaev et al.[7]. 

Glushkov et al.[8] introduced a new class of dy-

namical models based on nonlinear integro-dif-

ferential equations with prehistory. They devel-

oped approaches to modelling so-called evolving 

systems, proved theorems on the existence and 

uniqueness of solutions describing their systems 

of equations. 

In their papers, Ushakov[9–11] and Levitin[12] 

presented innovative approaches to the problem 

of protecting large numbers of critical facilities. 

The work of these and many other authors 

has allowed us to view safety as a control prob-

lem. Since in most cases, the causes of an abnor-

mal situation are combined; only part of the un-

certainty that can be explained separately by ex-

ternal or separately by internal causes can be sta-

tistically eliminated. This problem can be solved 

by applying principles known from simulation 

and similarity theory. 

Risk analysis is the only way to investigate 

those safety issues that cannot be answered by 

statistics, such as accidents with low probability 

of occurrence but high potential consequences. 

Of course, risk analysis is not the solution to all 

safety problems, but it is the only way to com-

pare risks from different hazards, highlight the 

most important ones, choose the most efficient 

and cost-effective systems to improve safety, de-

velop measures to reduce the consequences of 

accidents, etc. It is important to remember that 

risk analysis issues cannot be considered sepa-

rately from game formulation. Today, however, 

the main formulas used in risk analysis have 

been greatly simplified and their affiliation to 

game theory has almost been forgotten. Risk, as 

a dynamic property depending on time, means 

and information, has been reduced to “two-di-

mensional estimates” of probability and damage. 
It is possible to say that in modern risk analysis 

the theories of durability and reliability are “left”, 
but research on the theory of survivability, the 

theory of homeostasis, adaptive theories, includ-

ing the theory of choice of decisions, the theory 

of perspective activity, the theory of reflexes, the 

theory of self-organising systems and others is 

curtailed. 

2. General formulation of the 

safety management problem 

The non-isolation of a complex system im-

plies its interaction with the external environ-

ment and the impact of that environment on it. 

This impact can be interpreted in a very broad 

sense: it can be natural disasters (e.g., earth-

quakes leading to the destruction of dams and 

other structures), large-scale accidents (e.g., an 

explosion in a nuclear power plant leading to the 

disruption of electricity supply to the entire re-

gion), as well as illegal actions, where the range 

of impact is the widest. Such malicious external 

influences are characterised by great uncertainty 

about the time, place and method of execution, 

as well as the choice of a specific object for the 

action. 
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The importance of the object to the initiator 

of such an “active action” coincides with the im-

portance of that object to the owner of the system. 

More important objects require a higher level of 

protection because actions against them lead to 

more serious losses. It follows that the assess-

ment of the systemic importance of the objects of 

a complex open-ended dynamic system should 

be carried out using the mathematical apparatus 

of game theory and, more generally, the theory 

of conflicting systems. 

The first work formulating the principles of 

scientific analysis of actions in conflict situations, 

a book by Morgenstern and von Neumann[13], 

was published in 1944. It unleashed a flood of 

mathematical research on games and solutions, 

which contributed significantly to the develop-

ment of rules of optimal behaviour for a wide 

class of conflict situations, i.e., the development 

of optimal management strategies. Game theory, 

as it has developed to the present day, is inevita-

bly normative in nature: the player applying it 

learns what he must do, what strategy he must 

choose, in order to secure a favourable outcome. 

But like many abstract mathematical models, the 

game-theoretic model of conflict is limited[14]. It 

cannot reveal the nature of conflict, the hidden 

sources of human activity in a conflict situation. 

It is possible to put oneself in the position of 

one of the parties and to seek actions aimed at 

achieving a certain goal. In doing so, we must 

take into account the opposition of the opponent, 

whose goal is the opposite of ours. If, in this sit-

uation, we choose one of the possible strategies 

of behaviour, it is necessary to have a justifica-

tion that this strategy is the best. We encounter 

this type of scheme when solving problems in op-

erations research[15]. Since we rarely have all the 

necessary information about the “opponent” 
(about his goals, resources and strategies), we 

have to make decisions under conditions charac-

terised by this or that degree of uncertainty, i.e., 

by the degree of ignorance of the party making 

the decision (i.e., the decision-maker (DM)) 

about these conditions. According to the infor-

mation available about the “enemy” in the study 
of operations, the choice of strategy is usually 

based on the principle of a guaranteed result: 

whatever decision the “enemy” makes, the “de-
fending” party must be guaranteed some gain. 
The conflict situation, although included in the 

model of an operation planned by one of the par-

ties, is not the subject of independent research. 

In the specific tasks of operations research, the 

activity of the conflicting parties is not consid-

ered as a special type of human activity, and the 

conflict as such serves only as a background 

against which the actions of the parties are pro-

jected. 

In mathematical game theory, the problem 

is much the same. Whether it is a real opponent 

or nature, the object of study is the choice of 

strategy, the choice of behaviour. The principle 

of a guaranteed outcome in game theory is con-

cretised in the criteria for choosing a solution. 

The difference may be that “game theorists” 
work with game models from the position of ob-

jective research (both sides act in the model as 

equal partners), while researchers of operations 

necessarily take the position of one of the sides. 

3. Model of the impact of on ob-

jects 

We can assume that the importance of the 

object to the system and to the intruder is in most 

cases the same, which means that the required 

level of object protection must be determined by 

considering the nature of possible attacks. Three 

sources, or combinations thereof, can be consid-

ered as such attacks. 

Firstly, the most common “local crime” 
and related offences that affect the economic ac-

tivity of facilities is usually theft. It also includes 

hooliganism (vandalism) and protest actions. 

The level of such crime is likely to correlate with 

the level of general crime in the region where the 

facility is located. The latent (hidden) part of this 

type of crime can be measured quite adequately 

by indicators such as the unemployment rate, the 
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proportion of migrants and the educational level 

of the population. 

Second, there is the migration of domestic 

criminal and terrorist activity. Zones of active 

terrorist activity tend to grow: along with the mi-

gration of able-bodied people from “hot spots”, 
criminal groups “squeezed out” by law enforce-
ment also migrate. The most telling indicator of 

this profile is the distance of the facility from ar-

eas of increased terrorist activity. 

Third, these are specially trained terrorist 

and subversive groups, sent in whole or in part 

in the form of instructors from abroad. The ac-

tions they carry out are characterized by well-

thought-out, preparedness and non-randomness 

(the planned nature of the activity and the 

weighted measurement of the feasibility of one 

or another action to inflict damage). 

To solve the problem, the following ap-

proach is proposed by Bochkov[16,17]. Violators 

are classified according to their level of prepar-

edness 𝑗 (𝑗 = 0,1,… , 𝐽). Zero level (𝑗 = 0) corre-

sponds to the lowest level of preparedness. A 

maximum level (𝑗 = 𝐽) corresponds to a super-

prepared subversive group. Let us assume that 

an attack by an attacker of j-th level will require 𝑍𝑗 units of resources. It is natural to assume that 

the higher level j is, the more resources are 

needed 𝑍𝑗  (a more serious attack requires from 

intruders fundamentally more resources for its 

preparation: time, qualified personnel, studying 

functioning of objects and their security systems, 

etc.). It is also natural to suppose that the total 

resources of criminal world are limited (fighters, 

equipment, weapons), and hence the model of 

integral profile of intruders will be a tuple of 

number (intensity) of attacks of appropriate level 

of preparedness 𝑁⃗⃗ = {𝑁0, 𝑁1, … , 𝑁𝐽}  taking into 

account the above-mentioned limitations: 

{ 
 𝑁𝑗 ≤ 𝑁𝑗,max (𝑗 = 0,1, … , 𝐽),∑(𝑁𝑗 × 𝑍𝑗) ≤ 𝑍𝐽

𝑗=0 ,  

(1) 

where 𝑍 is the total amount of money allocated 

by crime to prepare and execute attacks on facil-

ities. 

The system of restrictions Equation (1) al-

lows us in the problem under discussion to dis-

card “extreme” variants, namely: the conditions 
of a terrorist or subversive “war”, when the value 𝑍 is large, as well as the conditions of a mass up-

surge of low-preparedness crime (large 𝑁0,max , 

i.e., in other words, the system under study is not 

like a supermarket in terms of consumer value, 

so that the population rushes to “disperse valua-
bles” available at its facilities). Dangerous indus-
trial facilities, due to their fire and explosion haz-

ard, are also remote enough from populated ar-

eas that they could be affected by a surge of van-

dalism. 

Thus, in solving the problem of determining 

the systemic importance of targets, the criminal 

underworld is seen as a source of a variety of ex-

ternal attacks on targets, but a source that still 

has limited resources. High and medium level at-

tacks pose the greatest threat. It is reasonable to 

assume that the criminal underworld will use the 

full range of its capabilities, i.e., we should ex-

pect both major attacks, which would “econom-
ically bankrupt” the owner, forcing him to spend 
excessive resources on reinforcing the physical 

protection of his facilities, and medium-prepared 

attacks, since over-prepared attacks are not fea-

sible if the owner does not have the resources to 

protect all his facilities. For example, the level of 

protection of nuclear facilities for a system con-

sisting of thousands of facilities is, in principle, 

unattainable. 

In addition, crime is an active player: the 

choice of a target for an attack and a suitable way 

of carrying it out is an inherent advantage. At the 

same time, crime has an incomplete and inaccu-

rate understanding of the current state of protec-

tion of the targets to be attacked, as well as the 

amount of damage it will cause if the attack is 

successful. These two nuances will be taken into 

account in further reasoning when formulating 
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an optimisation problem that matches the at-

tacker model with the target model. 

4. Protection profile model 

So, consider some (𝑘-th) object. As a result 

of the supposed attack of intruders of this or that 

level of preparation to this object, through its 

complete (or partial) loss of serviceability, a cer-

tain damage will be caused. Let us denote it by 𝑋. Given that not every attack a priori leads to 

the success of the attacker, the protection profile 

of the 𝑘-th object can be described by interval 

representations by setting four matrices: 𝑄min[𝑘] (𝑖, 𝑗), 𝑄max[𝑘] (𝑖, 𝑗), 𝑋min[𝑘] (𝑖, 𝑗), 𝑋max[𝑘] (𝑖, 𝑗) 
(2) 

where 𝑖 (𝑖 = 0,1,… , 𝐼[𝑘])  level of protection of 

the 𝑘 -th object (the zero level ( 𝑖 = 0 ) corre-

sponds to the current state of protection). 

The interpretation of the matrix elements is 

as follows: if the specified object 𝑘 with defense 

level i will be attacked by an adversary with pre-

paredness level j, then with probability from 𝑄𝑚𝑖𝑛[𝑘] (𝑖, 𝑗) to 𝑄𝑚𝑎𝑥[𝑘] (𝑖, 𝑗) the whole system will be 

damaged with probability from 𝑋min[𝑘] (𝑖, 𝑗) 
to 𝑋max[𝑘] (𝑖, 𝑗). 

Clearly, the values of Equation (2) will in-

crease as the level of preparedness of the “at-
tacker” j increases and will decrease as the level 

of defense of the object i increases. 

It is obvious that protection at any level re-

quires certain material costs both on the part of 

the owner and the state. Let’s denote the cost of 
creating and maintaining object protection 𝑘 at 

the i-th level as 𝑌[𝑘](𝑖[𝑘]). 
Since the total resource allocated to protect 

all objects is limited, the inequality must be sat-

isfied: ∑𝑌[𝑘](𝑖[𝑘])𝑘 ≤ 𝑌 

(3) 

where 𝑌 is the sum of all costs for the protection 

of objects under the assumption that for each ob-

ject 𝑘 the variant of protection system is chosen 𝑖[𝑘]. 
If criminals did not have the advantage of 

target selection and attack options, that is, if 

criminality were indiscriminate like nature or 

technological failures, then the “optimal” secu-
rity profile of objects could be achieved through 

the sequential execution of the following algo-

rithm: 

Step 1. Estimate the probabilities 𝜆[𝑘](𝑗) of 

each 𝑘-th object being attacked by an adversary 

of j-th level of preparedness; 

Step 2. Calculate the median value of the 

risk of an enemy attack on the 𝑘-th object 𝑗 of 

level of readiness for the 𝑖[𝑘]-th variant of reali-

zation of the defense system of the object: 𝑅[𝑘; 𝑖[𝑘]]=∑{𝜆[𝑘](𝑗) × (𝑄min[𝑘] (𝑖[𝑘], 𝑗) + 𝑄max[𝑘] (𝑖[𝑘], 𝑗)2 )𝐽
𝑗=0× (𝑋min[𝑘] (𝑖[𝑘], 𝑗) + 𝑋max[𝑘] (𝑖[𝑘], 𝑗)2 )}  

(4) 

Step 3. Determine the amount of risk 

averted per unit of funds invested in protection 𝜃[𝑘, 𝑖[𝑘]]: 𝜃[𝑘, 𝑖[𝑘]] = 𝑅[𝑘, 𝑖[𝑘]]𝑌[𝑘](𝑖[𝑘])  

(5) 

Step 4. Select for each 𝑘-th object the max-

imum of the values 𝜃[𝑘, 𝑖[𝑘]]: 𝜃[𝑘, 𝑖∗[𝑘]] = max𝑖[𝑘] {𝜃[𝑘, 𝑖[𝑘]]}  

(6) 

i.e., at the chosen variant 𝑖∗[𝑘] the maximum risk 

reduction per unit of invested funds for the 𝑘-th 
object is observed. 

Step 5. Make a ranked list of objects, plac-

ing them in descending order of the value of the 

indicator 𝜃[𝑘, 𝑖∗[𝑘]] and then count the first 𝐾̃ 

objects in the list such that the total cost of their 

protection is invested in the allocated funds 
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𝑌and for the (𝐾̃ + 1)-th object the resources are 

not enough. 

The essence of the above procedure is sim-

ple and straightforward: it makes no sense to 

seek funds for additional protection for those ob-

jects that are not threatened by anything (the 

threat values of attacks are small 𝜆[𝑘](𝑗)). It is in-

expedient to additionally protect those objects 

whose temporary loss of functionality has al-

most no effect on the value of total losses (i.e., 

small 𝑋max[𝑘] (𝑖[𝑘], 𝑗)). And finally, additional pro-

tection is unreasonable for those objects that are 

already so well protected that the reduction of 

losses can be achieved in principle, but by inad-

equately large means (i.e., small values 𝜃[𝑘, 𝑖∗[𝑘]]). 
The key point of the algorithm described 

above is the compilation of a ranked list of ob-

jects by the criterion of minimizing the mathe-

matical expectation of loss per unit of investment 

in their protection (in their sustainable function-

ing). 

The Equation (4) clearly shows the need to 

collect and estimate data on three components: 

on the values of losses caused by the implemen-

tation of attacks 𝑋min[𝑘] (𝑖, 𝑗), 𝑋max[𝑘] (𝑖, 𝑗) and the in-

dicator of “aggressiveness of criminal environ-

ment” 𝜆[𝑘](𝑗) and on the dependence of risks on 

types of objects 𝑘. 

The values of losses 𝑋, due to the fact that 

the objects of a complex system are not autono-

mous, should reflect the system effect (or socio-

economic multi-effect), which increases signifi-

cantly depending on which of the consumers of 

the products of the attacked object will suffer due 

to the reduction of its performance. Conse-

quently, it is necessary to consider not the aver-

age, but the upper limits of damage indicators 

and to introduce an additional fourth compo-

nent—the indicator of the importance of contin-

uous operation of the object in connection with 

the cascade effect of strengthening the conse-

quences of the object performance loss for other 

objects of the system and other objects of other 

systems interacting with it. 

Finally, the model additionally requires the 

introduction of another component, the need for 

which is due to the fact that the adversary imple-

ments an active, targeted choice of attack, while 

having value factors and priorities unknown ei-

ther to security experts or to the competent au-

thorities of the state, which shift values 𝜆[𝑘](𝑗) 
from the “weighted average” (e.g., by industry). 
Sometimes, these “additional” values are spe-
cific: terrorists, for example, are prone to exces-

sive bloodshed and hostage-taking, ritual murder, 

etc. Often, the systemic importance of protection 

of specific facilities temporarily increases during 

the stay there of the first persons of the state, 

ministers, especially during the commissioning 

of politically important production facilities not 

only internationally, but also regionally within 

the country. These circumstances should be 

taken into account and an additional component, 

the correction factor, should help. 𝜇[𝑘], initially 

equal for all objects to unit, and which can be, 

according to LDP or experts, increased so that to 

increase the priority of inclusion of 𝑘-th object in 

the list of objects, equipped with additional pro-

tection measures for the reasons, not considered 

by rules, common for all objects. To some extent, 

the expediency of introducing the indicator 𝜇[𝑘], 
becomes clearer from the following composition 

of the two models considered above. 

5. Integration model 

So let 𝑍̃  an estimate of the total resource 

available to the forces interested in violating the 

security of some objects. If 𝑍̃ < 𝑍, then the de-

fending party underestimates the adversary’s ca-

pabilities; if 𝑍̃ > 𝑍, on the contrary, there is an 

overestimation of his forces. Further we will as-

sume that at the moment of choosing the attack, 

the intruder has his own ideas about the amount 

of resources allocated by the owner to protect his 

objects, i.e., he also has some ideas about how 
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the “zero option” known to him could have 
changed. 

Intruders have the right to choose targets, 

and they are able to choose the sets of objects 

they will attack. Let their choice be based on 

their own model of expected damage, that is, 

they have four analogous Equation (2) matrices 

at their disposal for each of the objects: 𝑄̃min[𝑘] (𝑖, 𝑗), 𝑄̃max[𝑘] (𝑖, 𝑗),  𝑋̃min[𝑘] (𝑖, 𝑗),  𝑋̃max[𝑘] (𝑖, 𝑗)  and 

their own idea of how many resources 𝑌̃ is spent 

by the owner to protect all objects in the system. 

Similarly, if 𝑌̃ < 𝑌, then the adversary underes-

timates the ability to protect the objects and, if 𝑌̃ > 𝑌, then he overestimates them. 

Obviously, the estimates 𝑄̃min[𝑘] (𝑖, 𝑗),  𝑄̃max[𝑘] (𝑖, 𝑗),  𝑋̃min[𝑘] (𝑖, 𝑗), 𝑋̃max[𝑘] (𝑖, 𝑗)  can 

also be both overestimated and underestimated 

by intruders; nevertheless, in accordance with 

their right of choice, they choose such a set of 

objects for attack and such options of intruder 

preparedness for each object, at which the maxi-

mum damage is caused. 

Let us denote the characteristic function by 𝛿[𝑘](𝑖, 𝑗), which means that against the 𝑘-th ob-

ject with the expected level of protection 𝑖 (𝑖 =0,1,… , 𝐼[𝑘]), the attack of level 𝑗 (𝑗 = 0,1, … , 𝐽[𝑘]) 
is chosen. If for all 𝑖 (𝑖 = 0,1,… , 𝐼[𝑘]), values of 𝛿[𝑘](𝑖, 𝑗) are equal to zero, then the 𝑘-th object 

will not be subject to an attack level of j. If for all 

j and all I, values of 𝛿[𝑘](𝑖, 𝑗) are equal to zero, 

then the 𝑘-th object under the enemy’s assumed 
targeting variant is completely dropped from the 

target list. 

If for some 𝑖̃ , value 𝛿[𝑘](𝑖,̃ 𝑗(𝑖)̃) = 1,  we 

consider that the object 𝑘 with defense level 0 is 

chosen by the adversary as a target for an attack 

with the preparedness level 𝑗(𝑖̃). 
The listed properties are written down by a 

system of equations: 

{  
  ∀𝑘∀𝑖∀𝑗 𝛿[𝑘](𝑖, 𝑗) × (1 − 𝛿[𝑘](𝑖, 𝑗)) = 0,
∀𝑘 (∑∑𝛿[𝑘](𝑖, 𝑗) − 1𝐽

𝑗=0
𝐼𝑘
𝑖=0 ) × (∑∑𝛿[𝑘](𝑖, 𝑗)𝐽

𝑗=0
𝐼𝑘
𝑖=0 ) = 0  

(7) 

Considering that ∀𝑗∑∑𝛿[𝑘](𝑖, 𝑗) = 𝑁𝑗𝑘
𝐼𝑘
𝑖=0   

(8) 

and supplementing Equations (7) and (8) with a 

system of constraints in Equation (1), then we 

obtain an estimate of the total damage to the ob-

ject: 𝑅̃=∑∑∑{𝛿[𝑘](𝑖, 𝑗)𝐽
𝑗=0

𝐼𝑘
𝑖=0𝑘× (𝑄min [𝑘] (𝑖[𝑘], 𝑗) + 𝑄max [𝑘] (𝑖[𝑘], 𝑗)2 )

× (𝑋min [𝑘] (𝑖[𝑘], 𝑗) + 𝑋max [𝑘] (𝑖[𝑘], 𝑗)2 )} 
 

(9) 

Let us denote 𝑅̃ as 𝑅̃(𝑉𝑎𝑟𝐼 , 𝑉𝑎𝑟𝐽), underlin-

ing that 𝑅̃ depends on both the variant of defend-

ing objects 𝑉𝑎𝑟𝐼, and on the variant of the attack 𝑉𝑎𝑟𝐽. 
Looking for the maximum 𝑅̃ for all variants 

of attacks satisfying the constraints, when con-

sidering all variants of equipping with additional 

protection as parameters: 𝑅̃∗(𝑉𝑎𝑟𝐼) = max𝑉𝑎𝑟𝐽{𝑅̃(𝑉𝑎𝑟𝐼 , 𝑉𝑎𝑟𝐽)} 
(10) 

Thus, it is postulated that the adversary 

chooses the worst option for the defending party. 

Consequently, the problem of defense comes 

down to limiting the set of choices for the adver-

sary—we look for such a reinforcement of ob-

jects that minimizes 𝑅̃∗(𝑉𝑎𝑟𝐼). That is, the secu-

rity management problem is reduced to find an 

equilibrium value 𝑅̃∗∗: 𝑅̃∗∗ = min𝑉𝑎𝑟𝐼{𝑅̃∗(𝑉𝑎𝑟𝐼)} 
(11) 

The proposed formulation has the typical 

form of game theory problems. The solution of 

this problem is a Nash equilibrium—saddle 

point (𝑉𝑎𝑟𝐼∗ , 𝑉𝑎𝑟𝐽∗): 
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𝑅̃∗∗ = 𝑅̃(𝑉𝑎𝑟𝐼∗ , 𝑉𝑎𝑟𝐽∗) 
(12) 

At this point, it is not advantageous for the 

defender to change his equipment strategy 𝑉𝑎𝑟𝐼∗, 
because outside of this strategy, the opponent 

has opportunities for more “sensitive” strikes. 
At the same time, it is not advantageous for 

the attacker to change his plan 𝑉𝑎𝑟𝐽∗(𝑉𝑎𝑟𝐼∗), be-

cause any change leads to a reduction in the total 

damage it seeks to inflict on the individual ob-

jects of the system, and through them the entire 

system and the state as a whole. 

The problem in this formulation theoreti-

cally has a very large dimension, has great com-

binatorial complexity, but is quite solvable due 

to the monotonicity of the criteria used and the 

linearity of the constraint systems. 

The main problems in solving this problem 

are of an information-technological rather than 

a mathematical nature: 

• For each 𝑘-th object, it is necessary to 

have estimates of the consequences of possible 

enemy attacks of different levels of preparedness 

j, which is not yet achievable in practice; 

• For the whole system, it requires con-

sideration of the risks to which objects are ex-

posed, in a set of possible, including poorly for-

malized threats: the more effective optimization 

of protection is the more accurate the assessment 

of the potential capabilities of the enemy (and 

they are heterogeneous in both the technological 

and the regional aspect). 

Within the framework of the considered 

statement, which takes into account the complex 

impact of a potential adversary, radically 

changes the understanding of assessing the effec-

tiveness of defense systems. Thus, due to the lim-

ited resources available to intruders, it is natural 

to expect them to shift their targeting from well-

protected objects (with low expected effective-

ness of attacks) to less protected objects (with 

greater effectiveness, but with less one-time dam-

age). 

Obviously, it is irrational to additionally 

protect facilities that are not attacked. Perhaps 

that is why they are not attacked, because rou-

tine work is being done to reinforce the guards. 

Another key element of the problem under con-

sideration is that the search for effective solu-

tions on both opposing sides lies largely in the 

information plane: 

• The criminal, when preparing to attack 

a target, ideally looks for accomplices to help 

him choose a target that is achievable given his 

level of preparation and equipment; 

• The defense system would have been 

capable of more concentrated counteraction if it 

had known the intentions of crime. 

That is wh,y in the description of the above-

mentioned procedure, it has been repeatedly em-

phasised that we are talking only about assess-

ments on both sides. Because of the irreducible 

uncertainty of the assessments, as a solution of 

the problem of working out the strategy and tac-

tics of strengthening the protection of objects 

against possible illegal actions, including terror-

ist acts and attacks of subversive groups, it is rea-

sonable to “load” the game statement[14]. In this 

coarsening, we should “idealise the enemy’s ca-

pabilities” and toughen the characteristics of 
possible losses, for example, by switching from 

median to maximum risk estimates. 

As noted above, the adversary’s develop-
ment of a plan begins with the procedure for se-

lecting targets, i.e., their ranking. Since the 

meaning for the “attacker” and the “defender” is 
usually the same, let us consider the problem of 

ranking in more detail. 
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6. Model for assessing the level of 

impact of negative factors and 

justification of the scale of meas-

urement of threats to the stability 

of the functioning of facilities, 

taking into account their specifics 

Many current rating systems are based only 

on the results of the evaluation of one of the in-

dicators describing the objects (for example, the 

activities of economic subjects, and their critical-

ity)[19,20]. 

However, in practice, both criticality and 

unconditional vulnerability of objects (in the 

problems of ranking objects by their system sig-

nificance and ensuring safe functioning of these 

objects) are composed of a large number of as-

sessments by private criteria. The importance of 

these criteria is not known in advance and the 

problem of multicriteria ranking[21,22] under con-

ditions of uncertainty[23,24]. This is very important 

for the analysis of systems of with different pur-

poses[25,26]. 

6.1 Selection function language 

Let us define on some set of objects 𝑂 ={𝑜1, … , 𝑜𝐷}  a logical function 𝜋: 𝜋(𝑜) → {0,1} , 

which indicates that the alternative 𝑜 is mapped 

to some subset of 𝜋(𝑜) (𝜋(𝑜) = 1)  or not (𝜋(𝑜) = 0). The function 𝜋(𝑜) will be called the 

selection function. The subset 𝜋(𝑜), in particular, 

can be a subset of the most systemically im-

portant critical infrastructure objects (CIPOs) or 

a subset of objects for which it is potentially nec-

essary to implement additional protection 

measures. In general, the selection functions can 

be arbitrary, but in order for their use to give a 

correct description of the acts of selection, it is 

necessary to 𝜋(𝑜) to impose a number of con-

straints or the so called axioms of choice[27]. 

If the selection problem has a solution, it 

can be used to rank all objects 𝑂 = {𝑜1, … , 𝑜𝐷} 
according to their systemic importance. Here 𝐷 

is the total number of objects. 

With this in mind, let us describe the pro-

posed ranking algorithm. 

Step 1. By applying the function 𝜋(𝑂), we 

find the most systematically important objects 𝜋(𝑂 = 𝑂[1]+) = 𝑂[1] = {𝑜1,1, … , 𝑜1,𝐷1}. Next, by 

“removing” 𝐷1 objects included in the 𝑂[1] from 𝑂, we get an opportunity to make a choice on set 

of remained objects 𝑂[2]+ = 𝑂[1]+Ο[1]. 
Step 2. 𝐷2  objects 𝜋(𝑂[2]+) = 𝑂[2] ={𝑜2,1, … , 𝑜2,𝐷2}  followed by their deletion: 𝑂[3]+ = 𝑂[2]+\Ο[2]. 
Then, the procedure of selection and dele-

tion at step s is repeated 𝑠 = 3,4,…: {𝜋(𝑂[𝑠]+) = 𝑂[𝑠] = {𝑜𝑠,1, … , 𝑜𝑠,𝐷𝑠},𝑂[𝑠+1]+ = 𝑂[𝑠]+\Ο[𝑠]   

(13) 

the algorithm is complete when all objects from 

the set 𝑂 are “disassembled” into sets 𝛰[𝑠]: {𝑂 = 𝑂[1] ∪ 𝑂[2] ∪ …∪ 𝑂[𝑠],𝐷 = 𝐷1 + 𝐷2 +⋯+ 𝐷𝑠   

(14) 

The rule for determining the system signifi-

cance of any object in this constructional solu-

tion is simple: the more significant the object is, 

the earlier 𝑠 it is chosen as an element of the set 𝑂[𝑠]. The objects that happen to be in the same 𝑂[𝑠] are considered to be of equal importance. 

But in the general case of the objects of a 

complex system perform different functions, dif-

ferent assessments of the results of their activities 

(or the consequences of their failure), and, there-

fore, it is important not only to know how much 

(how many times) one type of object is more sig-

nificant than another, but also to be able to com-

pare the estimates of objects of different types. 

This requires the introduction of additional 

axioms specifying classes of selection functions 

among heterogeneous objects, but it should be 

understood that so far the general problem of se-

lecting such axioms for collections of objects 

containing objects of different types has not been 

solved. There are several reasons for this, among 

the most important ones the following should be 

noted: 
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• large dimensionality of the choice prob-

lem; 

• diversity of data; 

• the presence of “missing values”; 

• Noisiness: the presence of fuzzy and 

random indicators; 

• multicriteria. 

For these reasons, it is advisable to solve the 

problem of ranking a large set of objects of dif-

ferent types in several stages. At the first stage for 

objects of each type, it is necessary to construct 

private models of system significance estimation 

of objects of the selected type and to carry out 

the ranking by them. At the second stage, it is 

required to “stitch” the ranked lists of objects 
into a unified list. At the third stage, correction 

of values of estimations where it is necessary to 

take into account special conditions of function-

ing of separate objects is carried out. 

To date, a number of standardized ap-

proaches to describing choice have been devel-

oped. The simplest option is to assume that for 

all alternatives 𝑥 ∈ 𝑋  can be given a function 𝑄(𝑥) which is called a criterion (a quality crite-

rion, a target function, a preference function, a 

utility function, etc.) and has the property that if 

an alternative 𝑥2 is preferable to alternative 𝑥1, 

then 𝑄(𝑥2) > 𝑄(𝑥1). Choice as maximization of 

a criterion is reduced to the search for such a 

value 𝑥∗ ∈ 𝑋, which achieves the maximum of 

function 𝑄(𝑥) on the set of alternatives 𝑋: 𝑥∗ =argmax 𝑄(𝑥). 
Often, however, constructing a utility func-

tion 𝑄(𝑥)  is either very difficult or practically 

impossible, since the options being compared are 

similar to the choices for a person when he is of-

fered either only “to drink” or only “to breathe”. 
At the same time, the ideas of construction of 

utility functions for choice can be useful at the 

initial stages of selection of variants when LDP 

on a limited amount of data tries to interpolate 

some nonlinear scale of utility. 

6.2 On solving multi-criteria problems 

The practice of decision-making in scientific, 

design, management and entrepreneurial activi-

ties shows that in the vast majority of cases there 

are several, and in some situations a very large 

number of criteria according to which it is neces-

sary to optimise the parameters of technical sys-

tems or evaluate management decisions. Multi-

criteria methods are used in problems where it is 

necessary to choose compromise solutions, for 

example between price and quality, expected 

profit and possible risk. 

So, let the evaluation of an alternative 𝑥 

several criteria be used 𝑞𝑖(𝑥) (𝑖 = 1,… , 𝑝). If for 𝑥, there is an alternative 𝑥∗, which is not worse 

than 𝑥  by all criteria 𝑞𝑖(𝑥∗) ≥ 𝑞𝑖(𝑥) (𝑖 =1,… , 𝑝), and there is at least one criterion 𝑞𝑗(𝑥) (𝑗 ∈ {1,… , 𝑝}) such that a strict preference on 

this criterion is satisfied 𝑞𝑗(𝑥∗) > 𝑞𝑗(𝑥), then we 

will say that 𝑥∗ dominates over 𝑥, and the alter-

native 𝑥 with respect to 𝑥∗ is dominant. The re-

lation between the elements of the set of alterna-

tives introduced in this way defines a partial or-

der relation on this set. 

The variant 𝑥 ∈ 𝑋 will be called Pareto-op-

timal if there is no single option 𝑥∗ ∈ 𝑋 dominat-

ing 𝑥. The allocation of the set of Pareto-optimal 

solutions is the first step in the search for optimal 

alternatives. By construction, the elements of 

this set are incomparable with each other, and 

none of the Pareto-optimal solutions cannot be 

improved by any criterion without worsening 

the values of other criteria. 

The Pareto-optimal set of solutions is con-

structed by discarding the dominant options. In-

itially, the Pareto-optimal set contains alterna-

tives with maximum values of partial criteria. 

Figure 1 illustrates the process of construction of 

such set in two-dimensional parameter space. 
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Figure 1. The process of building a Pareto-optimal set on 

many possible solutions. 

For the solution variant, a rectangle is con-

structed, the corner points of which are the 

origin of coordinates and the point correspond-

ing to the solution variant. Figure 1 shows that 

point 1 dominates over points 2 and 3 (points 2 

and 3 are inside the rectangle for point 1), and 

point 4 additionally dominates over points 5, 6, 

and 7. Thus, point 1 and point 4 form a Pareto-

optimal set. The process is repeated for all points 

of the set 𝑋. 

So, let the evaluation of an object 𝑜 several 

criteria be used 𝑞𝑖(𝑥 (𝑜)) (𝑖 = 1,… , 𝑟). If for an 

object 𝑜, there is an alternative 𝑜∗, which is not 

worse than 𝑜  according to all criteria 𝑞𝑖(𝑥 (𝑜∗)) ≥ 𝑞𝑖(𝑥 (𝑜)) (𝑖 = 1,… , 𝑟), and there is 

at least one criterion 𝑞𝑗(𝑥 ) (𝑗 ∈ {1,… , 𝑟})  such 

that a strict preference on this criterion is satis-

fied 𝑞𝑗(𝑥 (𝑜∗)) > 𝑞𝑗(𝑥 (𝑜)), then we will say that 𝑜∗ dominates over 𝑜. Accordingly, the alterna-

tive 𝑜 with respect to 𝑜∗ is dominant. As already 

mentioned, the relation between the elements of 

the set of alternatives introduced in this way de-

fines a partial order relation on this set. 

The variant 𝑜 ∈ 𝑂 will be called Pareto-op-

timal if there is no single option 𝑜∗ ∈ 𝑂 dominat-

ing 𝑜. 

When the dimensionality is large 𝑟 , it is 

likely that the set of Pareto-optimal solutions 

may consist not only of a large number of ele-

ments, but also have a complex multi-connected 

structure. Due to the fact that a limited number 

of objects and a limited number of coordinates in 

which these objects admit a “visual” image are 

available to the LPR, there is a natural task of 

further selection of variants. 

Note that when all criteria are a priori 

equivalent and it is impossible to replace some 

criteria by others, further selection (selection op-

timization) is impossible. In this case, the proce-

dure of search for solutions of a multicriteria 

problem is completed by a list of Pareto-optimal 

solutions. 

In other cases, the simplest variant of choos-

ing the best variant is realized when the criteria 

are fundamentally unequal, namely, when the 

best variant is chosen from the previously se-

lected candidates to the best ones. For this pur-

pose, the so-called lexicographic ordering of the 

set is often used 𝑂: first in 𝑂, the best elements 

(variants of solutions) with the maximal value 

according to the criterion 𝑞1 and all other ele-

ments 𝑂 are discarded. If the remaining subset 

contains more than one element, then the best 

elements by criterion are chosen among these el-

ements 𝑞2. Further, if necessary, it is necessary 

to optimize and discard options, using the crite-

ria 𝑞𝑖 (𝑖 = 3,… , 𝑟) and so on, until there is only 

one element in the set 𝑂, it will be the desired 

solution. 

In addition to lexicographic ordering, 

which gets its name from the arrangement of 

words in the dictionary and which almost imme-

diately establishes a strict order on the set of ob-

jects under study, there are a number of con-

structive methods for solving problems of mul-

ticriteria choice due to the fact that a certain in-

terchangeability of some criteria with others is 

allowed. 

Consider, for example, the linear substitu-

tion method. 

As in the method of lexicographic ordering, 

let the criteria 𝑞𝑖 (𝑖 = 1,… , 𝑟) be ordered in de-

scending order of importance. Let us introduce 

replacement coefficients for the i-th criterion by 

the next (i+1)-th criterion in importance 𝑘𝑖+1,𝑖 (∀𝑖 𝑘𝑖+1,𝑖 > 1 (𝑖 = 1,… , 𝑟 − 1)). Thus we 

take into account that “loss” of a unit of criterion 
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𝑞𝑖 can be “compensated” in principle by increas-
ing of criterion 𝑞𝑖+1, but only if compensation is 

done “with percents” (Figure 2). 

So the option 𝑜2 turns out to be preferable 

than 𝑜1 , because the loss of 𝑞1(𝑜1) − 𝑞1(𝑜2) 
units by the first criterion is “more than compen-
sated” by the gain by the second criterion 𝑞2(𝑜2) − 𝑞2(𝑜1). 

If concessions of any size are admissible, 

the method is reduced to a non-strict ordering of 

Pareto-optimal solutions with the help of the 

generalized criterion 𝑞0(𝑥) as a weighted linear 

convolution of private criteria: 𝑞0(𝑥) = 1 × 𝑞1(𝑥) + (𝑘2,1)−1 × 𝑞2(𝑥) +(𝑘3,2 ∙ 𝑘2,1)−1 × 𝑞3(𝑥) + ⋯ +(𝑘𝑝,𝑝−1 ∙ … ∙ 𝑘2,1)−1 × 𝑞𝑟(𝑥) (15) 

(15) 

If the size of the concessions is limited, then 

locally the optimal option is quickly found, be-

cause the options that require large size conces-

sions are not considered. The method with lim-

ited concessions is reasonable to use in cases 

where the set of possible options 𝑂  can be re-

plenished. 

 
 

Figure 2. Illustration of the linear substitution method. 

It should be noted that optimization using 

additive linear criterion 𝑞0(𝑥) leads to solutions 

on the boundaries of the admissible domain 𝑂 

which relates the problem of finding the optimal 

choice of an option to linear programming prob-

lems. 

When the values of particular criteria 𝑞𝑖 (𝑖 = 2,… , 𝑟)  are considered as coefficients 

that strengthen (weaken) the system significance 

estimated through the previously constructed 

criteria, the equation for the general criterion of 

“hyperbolic” substitution will take the following 
form: log(𝑞0(𝑥)) = 1 × log(𝑞1(𝑥))+ (𝑘̃2,1)−1 × log(𝑞2(𝑥))+ (𝑘̃3,2 ∙ 𝑘̃2,1)−1 × log(𝑞3(𝑥))+ ⋯+ (𝑘̃𝑝,𝑝−1 ∙ … ∙ 𝑘̃2,1)−1× log(𝑞𝑟(𝑥)) 

(16) 

In Equation (16), the coefficients with tilde 

are the coefficients of linear substitution of crite-

ria presented in logarithmic scales. 

Potentiating Equation (15), we obtain an-

other form of the generalized criterion: 𝑞0(𝑥) = (𝑞1(𝑥)) × (𝑞2(𝑥))(𝑘̃2,1)−1× (𝑞3(𝑥))(𝑘̃3,2∙𝑘̃2,1)−1 × …× (𝑞𝑟(𝑥))(𝑘̃𝑝,𝑝−1∙…∙𝑘̃2,1)−1 
(17) 

If private criteria are properly scaled during 

construction, the coefficients marked with “tilde” 
will become equal to one, and the index of sys-

tem significance 𝑞0(𝑥)  will be the product of 

basic index 𝑞1(𝑥) by the product of criteria-di-

mensionless “correction” coefficients. Their 
number (𝑟 − 1) is determined by how many will 

be needed to remove contradictions in the exam-

ples of the training sample, i.e., according to the 

scheme similar to the one presented in the previ-

ous section. 

Note that, as a rule, 𝑞0(𝑞1, … , 𝑞𝑝)  is as-

sumed to be a monotonically increasing 

bounded unit positive function of its arguments. 

Hence, every projection of a convolution func-

tion 𝑞0(𝑞1, … , 𝑞𝑝) when some of its arguments 

take fixed values, there will also be a monotonic 

function of the remaining arguments. This al-
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lows us to construct the convolution 𝑞0 or super-

criterion as a monotone superposition of mono-

tone superpositions, etc. 

As such, monotonic convolution functions 

are used additive (Equatation (18)) or multipli-

cative (Equatition (19)) functions. 𝑞0(𝑞1, … , 𝑞𝑝) =∑𝛼𝑖𝑆𝑖 × 𝑞𝑖3
𝑖=1  

(18) 𝑞0(𝑞1, … , 𝑞𝑝) = 1 −∏(1− 𝛽𝑖𝑆𝑖 × 𝑞𝑖)𝑝
𝑖=1   

(19) 

Coefficients 𝛼𝑖  и 𝛽𝑖  in Equation (18) and 

(19) reflect the weight coefficients of the criteria 𝑞𝑖. The coefficients 𝑠𝑖 are chosen so as to make 

dimensionless the numbers 𝑞𝑖 and, if needed, to 

provide their normalization 0 ≤ (𝛽𝑖𝑆𝑖 × 𝑞𝑖) ≤ 1 . 

In practice, the parameters 𝛼𝑖  and 𝛽𝑖  are deter-

mined by training on a finite set of examples. 

A practical application of the risk synthesis 

concept described with a notional calculation ex-

ample is given in other author’s work[28]. 

7. Concluions 

At present, it is more important than ever to 

develop theoretical foundations and to construct 

models and technological tools of information-

analytical work in the field of decision support 

that are adequate to the existing challenges, with 

the aim of ensuring the complex security of 

structurally complex systems. Inevitably, there is 

a need to identify priorities, rank objectives, 

problems and threats, and reallocate available 

(usually limited) resources. 

It is shown that the task of ranking critical 

objects by system importance leads to the prob-

lem of multicriteria ranking under uncertainty, 

which is of great importance for the analysis of 

structurally complex systems with different pur-

poses. Since in the general case, the objects of a 

complex system perform different functions and 

the results of their activity (or the consequences 

of their failure) are estimated differently, it is im-

portant not only to know how much (how often) 

one object of the same type is more important 

than another, but also to be able to compare the 

estimates of objects of different types. For this 

purpose, additional axioms are introduced that 

concretise the classes of functions of a choice 

among heterogeneous objects. A solution to the 

problem, of the Pareto analysis type, is proposed, 

which makes it possible to select the parts (ob-

jects) of the system under study that require pri-

ority attention from the point of view of their 

safety. 

The presented algorithm provides decision 

support in the so-called problem of group selec-

tion of critical infrastructure objects of a structur-

ally complex system that require increased atten-

tion in terms of their protection against the exist-

ing range of threats, taking into account the re-

sources required for this. Such problems arise in 

the analysis and aggregation of heterogeneous 

information about the preferences of compared 

objects into a single “group” preference. 
The algorithm is based on game theory with 

a set of assumptions about the resources of in-

truders attacking the system (negative action fac-

tors) and its “defenders”. The algorithm allows 
to reasonably align scales of system importance 

of objects of different types, i.e., to embed objects 

described by different resource and basic criteria 

in a single scale of comparison. 

The obtained results can be applied in criti-

cal industries—complex process control systems, 

transport, aerospace and military spheres, bank-

ing and financial structures, as well as in central 

and sectoral management bodies for methodo-

logical and technical support of relevant deci-

sion-making. 
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