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ABSTRACT: Several models have been proposed as an extension to the 

classical Holling’s disc equation to evaluate the predator and prey 

interactions and their applied aspects in biological control and 

population regulation of  the target organisms. In a one-prey and 

two-predator dynamic system with mutual interference m as a quadratic 

parameter of  predator density, an evaluation was made of  the resultant 

impact on the prey. A simulation was carried out to see the finite-time 

extinction of  prey and the stability of  the system at origin, i.e., when all 

three species are extinct. We assumed the data obtained was for the 

interactions between the mosquito and the water bug predators that are 

common in the freshwater wetlands and involved in population 

regulation. Despite the benefits to the prey population due to 

interference and competition, the expected extinction of  prey in a finite 

time is still observed. With varying magnitudes of  m, the declining 

growth curve of  the prey population shifted. The equation proposed was 

also compared with the Crowley-Martin functional response, and 

considerable differences were observed in selected instances when 

compared to the growth rate of  the predators in a species-specific 

manner. The stability of  the system was deduced from the eigenvalues 

of  the Jacobian matrix at the origin to prove the extinction is stable. Our 

assessment supports the possible cooccurrence of  predators and 

mosquito prey in the wetlands, with mutual interference being one of  

the major factors. 
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1. Introduction
In conservational biological control, the use of  natural predators and pathogens is always

highlighted in the regulation of  the target organisms[1,2], utilizing the natural trophic interaction[2,3]. In 
this light, we are taking the water bugs (Hemiptera: Heteroptera) as potential mosquito biological 
control agents[4,5], cooccurring in mosquito larval habitats[6,7], wetlands like rice fields[8–10] and temporary 
pools[11,12], that contribute to mosquito production[13]. Considering the generalist insect predators to be 
involved in several indirect interactions like the apparent competition and the intraguild predation[14–16], 
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may redirect the direction of  regulation of  target prey. Empirical studies in the laboratory as well as in 
field conditions have deduced the possible species-specific differences in the interference competition 
and the parameters changing the predator efficacy in mosquito regulation[17–21]. The pair-wise mutual 
interference[22] shown by the predators can be considered one of  the potential factors that reduces the 
efficacy of  mosquito regulation[23,24]. The classic Holling’s disc equation only takes into account that the 
consumption rate of  predators only depends on prey density[25] as discussed elsewhere[26], which is of  
three types, namely, type I, II, and III, with necessary modifications of  the basic Holling’s disc 
equation[25]. Holling’s type II functional response is mathematically expressed by the equation, which 
renders to be a function of  prey density: 

𝑁௘

𝑇
=

𝛼𝑉

1 + 𝛼ℎ𝑉
 (1) 

where Ne is the number of  prey attacked and eaten, T is the total time for foraging, V is the prey density, 
h is the handling time, and α is the searching rate. In this equation, the assumptions are: (a) only a single 
predator is present in isolation; (b) the handling time taken by the predator is equal across all prey; (d) 
there are no differences among the prey in terms of  size, sex, and age; (d) the hunger level remains equal 
irrespective of  the prey consumed, i.e., the hunger level remains the same from the initial till the end 
time of  the consumption event by the predator; (e) a particular prey type remains vulnerable to the 
predation, i.e., being attacked by the predator; and (f) the total foraging time remains constant for all 
predators concerned. Irrespective of  the type of  functional responses, the population of  the prey and the 
predators are supposed to fluctuate with time, keeping all other factors constant without affecting the 
interaction. As a result of  predation, the prey population can be locally extinct, with a possible recovery 
in situations where the immigration of  the prey individuals is found. In many other instances, the prey 
and predator populations may exhibit a cyclic change in number as a part of  the limit cycle. One of  the 
conditions for a limit cycle in prey-predator dynamics is the presence of  an unstable interior 
equilibrium[27]. When the prey population goes extinct in a finite time, the predator population also falls 
to zero subsequently, considering that prey is the only resource. The prey-predator dynamics, with 
certain initial conditions, can lead the prey population to extinction, which is determined by raising the 
individual number to one[26]. As for gonochoric species and hermaphroditic species, they must fall to 
zero. Thus, the density of  the prey species should become less than one to mathematically prove the 
local extinction of  the target prey population. The presence of  interference competition among multiple 
predators (in terms of  abundance and terms of  taxonomic identity) benefits the prey by increasing its 
time of  decline than expected earlier increasing its survival probability. Successful prey capture in the 
presence of  interference competition[28–31] actually states the fitness of  an individual predator. The 
magnitude of  mutual interference may change with size, age, sex, etc. The pattern of  attack is innate in 
predators, but the minute tricks may develop with experience. From an attack pattern of  predator to 
survival strategies of  the prey, have evolved with experience, as a young predator may face more 
hindrance from an experienced one, whereas, with senescence, they may lose their firmness of  attack 
and become loose-fitting to adult predators[32]. There are some morphological attributes to either of  the 
sexes for reproductive purposes, which may come in the path of  predation. Along with an increase in 
prey body size, search rate decreases generally, and for a larger predator than prey, handling time 
decreases[32], which may lead to an increase in mutual interference. The interference competition 
reduces successful prey capture, i.e., the efficiency of  a predator reduces proportionately with increasing 
competitors. A predator has to compete with other individuals who feed on the same resource. Other 
than maintenance and reproduction, it follows two components of  energy expenditure: one to be spent 
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on subduing the prey and another to be spent on evading fellow competitors. Shedding light on the 
complexities of  prey-predator interactions, there are different approaches, like the studies of  a 
discrete-time prey-predator model with imprecise biological parameters and constant refuge for pray[33], 
refuge proportional to predators[34], and refuge proportional to prey and inversely proportional to 
predators[35]. 

In the present narrative, we have considered the Culex quinquefasciatus Say, 1823 (Diptera: 
Culicidae) mosquito larvae (small and large larvae) as prey and the adults of  the water bugs 
Anisops bouvieri Kirkaldy, 1904 (Heteroptera: Notonectidae), Diplonychus rusticus Fabricius, 1781, and D. 
annulatus Fabricius, 1781 (Heteroptera: Belostomatidae) as predators (in combination of  two). They are 
considered to be analyzed through the existing mathematical models on prey-predator dynamics, 
comprised of  logistic growth for prey and type II functional response on them by the predators[26,36,37]. 
We introduced the mutual interference as a parameter in functional response, incorporating interference 
competition as a parameter. As in this system, three species interactions have been considered, with two 
predators feeding on single prey species, which calls for interspecific competition between them. 

2. Materials and methods 
In the explored model, the freshwater insects (Hemiptera: Heteroptera) are considered the 

predators against the mosquito as the target prey. As a result of  the mutual interference among 
predators, a reasonable difference in the consumption rate may be observed, affecting their respective 
growth rates as well. To ease the calculation, we have assumed the competition between two predator 
species is equal and constant to nullify the significant errors due to asymmetric competition[38]. The 
prey-predator dynamics are heavily affected by the presence of  mutual interference among predators, as 
reflected in the literature available[26,28–31,39–41]. 

We have considered the equation[22,26] of  three species systems, one prey and two predators, that 
depict their growth rates in the presence of  predation, mutual interference, and competition. The prey 
shows logistic growth, which is formulated in the first half  of  the first equation, i.e., the prey growth 
rate equation. Both the predators show a type II functional response, as shown in the other half  of  the 
equation. As the predators feed on the same resource, there is interspecific competition between them. 
Putting these together in the system of  equations, we considered the model proposed by Antwi-Fordjour 
et al.[26], which includes the components of  functional response[25] and mutual interference together. 

3. The model 
Interference competition manifests when the presence of  other individuals has a detrimental 

impact on access to resources. In the context of  a species or population, this phenomenon is referred to 
as mutual interference, often quantified through a scaling exponent denoted as m in relation to the 
number of  predators. We are considering the prey-predator dynamics with mutual interference, 

calculated using the following equation[22]: 
ேೌ

௉ே
= 𝑄𝑃ି௠, where m is the mutual interference constant, Na 

is the mean number of  prey consumed, P is the number of  predators, N is the prey density, and Q is the 

value of  
ேೌ

௉ே
 when P = 1. 

The prey-predator model with mutual interference is constructed as an extension of  the established 
equation[26], with modifications as required in our case: 
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𝑑𝑥ଵ

𝑑𝑡
= 𝑟𝑥ଵ ቀ1 −

𝑥ଵ

𝑘
ቁ −

𝛼ଵ𝑥ଵ𝑥ଶ
ି௠మ

1 + 𝛼ଵℎଵ𝑥ଵ
−

𝛼ଶ𝑥ଵ𝑥ଷ
ି௠య

1 + 𝛼ଶℎଶ𝑥ଵ
  

𝑑𝑥ଶ

𝑑𝑡
= −𝛾ଶ𝑥ଶ +

𝑑ଵ𝛼ଵ𝑥ଵ𝑥ଶ
ି௠మ

1 + 𝛼ଵℎଵ𝑥ଵ
− 𝜎ଵ𝑥ଶ𝑥ଷ (2) 

𝑑𝑥ଷ

𝑑𝑡
= −𝛾ଷ𝑥ଷ +

𝑑ଶ𝛼ଶ𝑥ଵ𝑥ଶ
ି௠య

1 + 𝛼ଶℎଶ𝑥ଵ
− 𝜎ଶ𝑥ଶ𝑥ଷ  

With initial conditions 

𝑥ଵ(0) = 𝑥ଵ
଴ > 0, 𝑥ଶ(0) = 𝑥ଶ

଴ > 0, 𝑥ଷ(0) = 𝑥ଷ
଴ > 0[36,37]  

where x1 is the population size of  the prey species, x2 and x3 are the population sizes of  the two predator 
species, respectively, at any time t, r is the intrinsic growth rate of  prey, k is the carrying capacity of  prey, 
1/α1h1 and 1/α2h2 are half-saturation constants[42] of  predator 1 and 2 respectively, α1 and α2 are 
respective search rates of  both predators, h1 and h2 are the handling time of  predator 1 and 2 respectively, 
γ1 and γ2 are the death rates of  predator 1 and 2 respectively, d1 and d2 are the conversion coefficient of  
functional response of  predator 1 and 2 respectively, σ1 and σ2 are the rate at which the growth rate of 
predator 1 is reduced by predator 2 and vice versa, m2 and m3 are the mutual interference of  predator 1 
and 2 respectively and 0 < m2, m3 ≤ 1. In order to incorporate mutual interference into the functional 
response, we are modifying the type II functional response expression. As mutual interference reduces 
the energy of  a predator to subdue a prey, it reduces the value of  functional response. The reduction is 
not linear; rather, it forms a curvilinear graph, so we are raising mutual interference m to the negative 
power of  predator density (P). The predator density is raised to the negative power of  m, as mutual 
interference reduces access to resources, so the functional response is reduced. 

The Crowley-Martin equation[43–45] for functional response is incorporated here to describe the 
growth rate and compare with Equation (2) later: 

𝑑𝑥ଵ

𝑑𝑡
= 𝑟𝑥ଵ ቀ1 −

𝑥ଵ

𝑘
ቁ −

𝛼ଵ𝑥ଵ𝑥ଶ

1 + 𝛼ଵℎଵ𝑥ଵ + 𝑚ଶ(𝑥ଶ − 1) + 𝛼ଵℎଵ𝑥ଵ𝑚ଶ(𝑥ଶ − 1)

−
𝛼ଶ𝑥ଵ𝑥ଷ

1 + 𝛼ଶℎଶ𝑥ଵ + 𝑚ଷ(𝑥ଷ − 1) + 𝛼ଶℎଶ𝑥ଵ𝑚ଷ(𝑥ଷ − 1)
 

 

𝑑𝑥ଶ

𝑑𝑡
= −𝛾ଶ𝑥ଶ +

𝑑ଵ𝛼ଵ𝑥ଵ𝑥ଶ

1 + 𝛼ଵℎଵ𝑥ଵ + 𝑚ଶ(𝑥ଵ − 1) + 𝛼ଵℎଵ𝑥ଵ𝑚ଶ(𝑥ଵ − 1)
− 𝜎ଵ𝑥ଶ𝑥ଷ (3) 

𝑑𝑥ଷ

𝑑𝑡
= −𝛾ଷ𝑥ଷ +

𝑑ଶ𝛼ଶ𝑥ଵ𝑥ଷ

1 + 𝛼ଶℎଶ𝑥ଵ + 𝑚ଷ(𝑥ଷ − 1) + 𝛼ଶℎଶ𝑥ଵ𝑚ଷ(𝑥ଷ − 1)
− 𝜎ଶ𝑥ଶ𝑥ଷ  

The II (small) and IV (large) instar larvae of  C. quinquefasciatus and the consumption by the 
predators, the backswimmer, A. bouvieri, and the water bugs, D. rusticus and D. annulatus, were 
considered in combination for the mutual interference and the functional responses to deduce the 
numerical values and the evaluation of  the model with reference to the impact of  the mutual 
interference. Empirical studies on the mosquito predatory potential of  these water bugs[4,23,24,46,47], as well 
as the intraguild predation[18–20,48] and apparent competition[21], have been used to provide data input to 
the model for evaluation. Of  particular relevance is the data on the mutual interference among the 
predators considered here[23], which is used in the model to deduce the impact on the prey and the 
predator population. 

The Holling’s equation incorporating the search rate and the handling time needs to be modified to 
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include the interaction among all the predators of  the same species, as the presence of  other predators 
increases the time and energy expenditure of  the predator, considered as mutual interference m, 0 < m ≤ 
1, as an exponent of  the number of  predators. The magnitude of  m here is calculated using the 
formula[22], stated above, based on a laboratory experiment. 

When the functional response is raised to the negative power of  m, it reduces the number of  prey 

captured, but 
ௗభఈభ௫భ௫మ

ష೘మ

ଵାఈభ௛భ௫భ
,
ௗమఈమ௫భ௫య

ష೘య

ଵାఈమ௛మ௫భ
 > 0 for all values of  m, to satisfy the increasing growth of  predators 

at the initial stage. When prey starts to decline and becomes zero (x1 = 0), theoretically the only positive 
term in the predator’s growth dynamic becomes zero, provided this prey is the only food source for this 
predator. The addition of  new members to the predator population stops, and the population declines 
shortly after the prey population comes to zero, i.e., 

𝑟𝑥ଵ ቀ1 −
𝑥ଵ

𝑘
ቁ <

𝛼ଵ𝑥ଵ𝑥ଶ
ି௠మ

1 + 𝛼ଵℎଵ𝑥ଵ
+

𝛼ଶ𝑥ଵ𝑥ଷ
ି௠య

1 + 𝛼ଶℎଶ𝑥ଵ
 (4) 

But, depending on other parameters, such as r and k along with α, h, and m, the prey population 
can remain increasing or maintain an asymptote. 

𝑟𝑥ଵ ቀ1 −
𝑥ଵ

𝑘
ቁ ≥

𝛼ଵ𝑥ଵ𝑥ଶ
ି௠మ

1 + 𝛼ଵℎଵ𝑥ଵ
+

𝛼ଶ𝑥ଵ𝑥ଷ
ି௠య

1 + 𝛼ଶℎଶ𝑥ଵ
 (5) 

In the classic Lotka-Volterra equation, mutual interference has been included to provide evidence 
for the assumptions made for prey-predator dynamics when stability is affected by interference 
competition. The inclusion of  parameters does not always necessarily change the nature of  equilibrium. 
It is to see through the models if  it is affecting at all; if  yes, the way of  changing the equilibrium is to be 
deduced. 

To analyze the stability of  Equation (2), we are presenting it through the Jacobian matrix. 

Equation (2) null isoclines are determined by solving, 

𝑟𝑥ଵ ቀ1 −
𝑥ଵ

𝑘
ቁ −

𝛼ଵ𝑥ଵ𝑥ଶ
ି௠మ

1 + 𝛼ଵℎଵ𝑥ଵ
−

𝛼ଶ𝑥ଵ𝑥ଷ
ି௠య

1 + 𝛼ଶℎଶ𝑥ଵ
= 0  

−𝛾ଶ𝑥ଶ +
𝑑ଵ𝛼ଵ𝑥ଵ𝑥ଶ

ି௠మ

1 + 𝛼ଵℎଵ𝑥ଵ
− 𝜎ଵ𝑥ଶ𝑥ଷ = 0 (6) 

−𝛾ଷ𝑥ଷ +
𝑑ଶ𝛼ଶ𝑥ଵ𝑥ଷ

ି௠య

1 + 𝛼ଶℎଶ𝑥ଵ
− 𝜎ଶ𝑥ଶ𝑥ଷ = 0  

Now putting the Jacobian matrix(J): 

𝐽 = ቈ𝑟 −
2𝑟𝑥ଵ

𝑘
−

1

(1 + 𝛼ଵℎଵ𝑥ଵ)ଶ
𝛼ଵ𝑥ଶ

ି௠మ

−
1

(1 + 𝛼ଶℎଶ𝑥ଵ)ଶ
𝛼ଶ𝑥ଷ

ି௠య  
𝛼ଵ𝑥ଵ𝑚ଶ𝑥ଶ

ି௠మିଵ

1 + 𝛼ଵℎଵ𝑥ଵ
 
𝛼ଶ𝑥ଵ𝑚ଷ𝑥ଷ

ି௠యିଵ

1 + 𝛼ଶℎଶ𝑥ଵ
 

𝑑ଵ𝛼ଵ𝑥ଶ
ି௠మ

(1 + 𝛼ଵℎଵ𝑥ଵ)ଶ
 

−
𝑑ଵ𝑚ଶ𝛼ଵ𝑥ଵ𝑥ଶ

ି௠మିଵ

1 + 𝛼ଵℎଵ𝑥ଵ
− 𝛾ଶ − 𝜎ଵ𝑥ଷ − 𝜎ଵ𝑥ଶ

𝑑ଶ𝛼ଶ𝑥ଷ
ି௠య

(1 + 𝛼ଶℎଶ𝑥ଵ)ଶ
− 𝜎ଶ𝑥ଷ  

−
𝑑ଶ𝑚ଷ𝛼ଶ𝑥ଵ𝑥ଷ

ି௠యିଵ

1 + 𝛼ଶℎଶ𝑥ଵ
− 𝛾ଷ − 𝜎ଶ𝑥ଶ቉ 
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At origin (0,0,0), 

𝐽(଴,଴,଴) = [𝑟 0 0 0 − 𝛾ଶ 0 0 0 − 𝛾ଷ]  

Here the eigenvalues −𝛾ଶ and −𝛾ଷ are negative, but 𝑟 is positive. As all the eigenvalues are not 
negative, Equation (2) is unstable at origin, i.e., when all three species become zero (as prey becomes 
zero, both predators become zero, as discussed earlier), there persists a tendency to rebound. But the 
system is stable when prey falls below zero, but both predator species are more than zero. The stability 
of  the system is calculated from the eigenvalues of  the Jacobian matrix, which is calculated in 
“rootSolve”[49] and “popbio”[50] R packages, at initial numbers of  individuals, at any random intermediate 
time interval, at a time when prey number has fallen below 1, and at steady state point, which was 
established using the “rootSolve” package function “steady” in the “runsteady” method. The eigenvalues 
are always negative, meaning the system is stable under those conditions. With the functions 
“steady.1D” and “steady” in the package “rootSolve”, the attribute steady is stated “false”, meaning the 
steady state is not reached as the equation’s initial conditions lead to the extinction of  prey species, and 
eventually both the predators will die out due to want of  prey. A dynamic system is said to be a steady 
state if  continuous work (here, predation over the prey) is done over time. As here, prey is extinct, one 
species of  dynamic system is out, so no further encounter can happen, and the interaction between the 
dynamic system is stopped. So, over time, continuous interaction comes to an end. Here, the primary 
condition is not fulfilled, and the system does not reach a steady state. However, the system is stable at 
every point except at the origin, as the eigenvalues of  the Jacobian are negative at those species 
concentrations. The model aims to analyze the inclusion of  mutual interference in prey-predator 
dynamics as a possible force for the coexistence and stability of  the system. 

4. Results 
The experiments were carried out earlier to reveal that an adult water bug consumes a certain 

amount of  the fourth instar larva of  C. quinquefasciatus. The consumption of  fourth instar larvae by 
these three insects concerned showed that, in numerical terms, adult A. bouvieri could consume 2–34 
fourth instar larvae, whereas D. rusticus had 11–87 of  the same larvae and D. annulatus had 33–122 of 
the same larvae. The difference in their consumption can be explained by their predatory efficiency, 
affected by their intraspecific and interspecific interactions, as they share the same resource[23]. 
Concerning the evaluation of  the model, we have demonstrated a numerical simulation of  the model 
with the data available using RStudio version 4.2.2 R: a language and environment for statistical 
computing. R Foundation for Statistical Computing, Vienna, Austria. URL 
(https://www.R-project.org/). 

The data used for the evaluation of  the model: 

r = 0.1; k = 500; a1, a2 = combinations of  5.53, 526, 5.153 and 6.263, 5.323, 5.40; h1, h2 = 
combinations of  12.73, 6.163, 7.12 and 39.44, 7.806, 11.243; d1 = 0.1; g1 =0.1; s1 =0.1; d2 = 0.1; g2 
= 0.1; s2 =0.1; m2, m3 = combinations of  0.06, 0.01, 0.24, 0.35, 0.78, 0.25, 0.09, 0.31, 0.27 

The pattern of  declination of  the prey population, from an initial density of  200 with different 
combinations of  predators to an initial density of  5 for each predator, and mutual interference among 
them are shown in Figure 1(a–e). Since the data did not comply with normality (neither the 
Shapiro-Wilk test nor Levene’s test), the Kruskal-Wallis test was performed using the R package “rstatix 
kassambara/rstatix”. The small and large larvae are taken separately as the search rate and handling time 
differ with different prey sizes for each combination of  predators. In order to admit the change in the 
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growth rate of  predators due to these two parameters, the system is evaluated using different sizes of 
prey. The difference in growth rates between two larval sizes is not subjected to a t-test; rather, it is only 
presented for evaluation in Equation (2). The results of  the Kruskal-Wallis test, for most of  the cases, 
are significantly different, i.e., the growth rate of  predators is evidently affected by varying degrees of  
mutual interference, with some exceptions that may be a result of  species-specific interaction. 

 
Figure 1. The representation of the different combinations of the predators and the resultant effect on the prey extinction based 
on the various values of the mutual interference taken separately and the size of the prey (a, c, e) small mosquito larva and (b, 
d, f) large mosquito larva. 

As shown in the figures (Figure 2(a–c)), there is no periodic solution or limit cycle produced, as 
prey (V) is extinct, and with consideration that the predators under experiment were not provided other 
resources, they also went extinct eventually, and varying with different values of  mutual interference, 
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prey went extinct for different numbers of  predators at different time intervals. As the prey is extinct in 
finite time under constant predation, the interior equilibrium where all three species can be stable in 
positive magnitudes cannot be derived. So, the qualitative changes in the dynamical behavior of  the 
proposed model under the effect of  varying mutual interference, as concerned here, or intrinsic growth 
rate, do not change. 

 
Figure 2. The graphical representation of the absence of a limit cycle as prey extinct in finite time, the prey-predator cycle does 
not revolve around an equilibrium. 

Figure 2(a–c) represents the extinction graph for only A. bouvieri and D. rusticus, for small prey 
types with different combinations of mutual interference. 

In addition, depictions in Figure 3(a–c) show the extinction of  the prey species in finite time due to 
interaction with the predators, graphed by the growth of  all three species with varying values of  mutual 
interference. The predators are increased initially when prey is abundant, then decline as prey 
individuals start to decline. And this decline of  predators depends on the magnitude of  predators’ 
mutual interference; the higher the magnitude, the earlier the decline for predators, as they have to 
compete firmly with fellow predators in the decreased prey density for survival. 

 
Figure 3. The graphical representation of  the finite time extinction of  prey population followed by predator declination. 
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Figure 3(a–c) represents the declination of  C. quinquifasciatus, due to predation by A. bouvieri and D. 
rusticus, for small prey types with different combinations of  mutual interference. 

The assessment of  prey extinction using average values of  the mutual interference of  the predators’ 
Figure 4(a–e). The results deduced from Figure 4(a–e) are described, but here, mutual interference is 
taken as the average of  both predators. 

 

 
Figure 4. The representation of  the different combinations of  the predators and the resultant effect on the prey 
extinction based on the various values of  the mutual interference taken as the average of  both and the size of  the prey (a, c, e) 
small mosquito larva and (b, d, f) large mosquito larva. 

The mutual interferences, taken separately as combinations of  a pair of  species, are put in the 
Crowley-Martin equation (Equation (3)), the statistical significance is represented in Figure 5(a–e), and 
the predicted values of  the prey and predators against time indicate that the prey population declines at 
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a constant predator density (5 for each predator species and an initial prey density of  200), but the rate 
of  decline for the prey population varied with the mutual interference of  the predators, with the same 
pattern of  predator combination as before. A comparison of  Equation (2) with Equation (3) through a 
two-tailed t-test shows that among the 36 different combinations, only 8 were found to be significantly 
different, suggesting that few conditions may impose a change in the population growth of  the predators 
as a result of  the mutual interferences. In all other instances, the mutual interference may impact the 
instantaneous predatory efficacy but not the overall growth. 

 

 
Figure 5. The representation of  the different combinations of  the predators and the resultant effect on the prey 
extinction based on the various values of  the mutual interference taken separately and the size of  the prey (a, c, e) small 
mosquito larva and (b, d, f) large mosquito larva putting in Crowley-Martin equation. The mutual interferences are taken 
separately as combinations of  a pair of  species, put in Crowley-Martin equation. 
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The finite time extinction of  prey, i.e., analytical solution, is calculated from Equations (2) and (3) 
using the package “desolve” in R[51], and the graphs are produced in the “ggplot2”[52], “grid”[53], and 
“plotly”[54] packages in R. As the graph (Figure 6) shows, the prey population goes extinct/declines 
significantly from the initial prey density (Vinitial) of  200 due to predation, whereas predators’ 
populations increase initially when prey is abundant, but with a decline in prey, predators’ growth rate 
also declines, but they maintain survival. 

 
Figure 6. Different combinations of  mutual interference shift the prey declination curve to the left when the magnitude of  
interference is low and to the right when mutual interference is high, for A. bouvieri and D. rusticus, feeding on small prey type. 

Figure 6(a–c) represents the effect of  the magnitude of  mutual interference of  predators on prey 
growth rate. 

5. Discussion 
Mutual interference between predators tends to reduce the number of  prey they could have 

subdued with their uninterrupted potency. As an impact of  the mutual interference, the functional 
response is reduced by a certain factor[22,26], which may prove beneficial for the prey population. Here 
the population growth is assumed to be logistic in the absence of  the predators, but during predation, 
the numerical changes in the prey follow a type II functional response, assuming prey individuals are 
not dying due to parasites or any epidemic. However, the numerical variations in the predator species 
may alter the balance achieved through interactions with multiple predators. Here, the prey population 
declines as the prey logistic growth is less than that captured by both the predators and aggregately, 
which can be due to various combinations of  initial conditions. Therefore, as the prey population is 
declining, it is clear that the mutual interference among predators is not hindering the predator 
population from accumulating its required resources for growth and maintenance. But still, it intervenes 
in the functional response, as it affects the number of  prey caught. As shown in the graph (Figure 1), 
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with decreased interference, the prey growth curve shifts to the left, i.e., predators catch more prey in 
the same time interval, so the curve comes to zero in short order, whereas, with increased mutual 
interference, the curve shifts to the right, implying that predators have to outdo many other members to 
subdue prey, so it requires more time, and the prey growth curve falls slantly to zero, requiring more 
time. The impact of  mutual interference is influenced by the body size of  the concerned prey and 
predators[32,45,55]. In the present instance, the body size of  the prey is also considered, for which only the 
handling time and search rate change (Figure 1), but mutual interference is the same. However, the 
extent of  the interference in the predator pairs is considered to vary since the predators are different 
species and bear different body sizes. Owing to the differences in body size, the predatory efficiency 
would have varied, resulting in a differential level of  mutual interference among the predator pairs. For 
instance, the average size of  A. bouvieri is small (body length in mm, range 5.5–9; mean 7.27 ± 
0.09SE; body weight in mg, range 1.3–40; mean 12.78 ± 0.72SE, n = 83) compared to the size of  D. 
rusticus (body length in mm, range 13.1–18.1; mean 15.56 ± 0.13SE; body weight in mg, range 64.4–281; 
mean 138.47 ± 3.75SE, n = 88) and D. annulatus (body length in mm, range 18–25; mean 22.57 ± 
0.58SE; body weight in mg, range 190.6–604.8; mean 434.13 ± 31.02SE, n = 13). As shown in the 
growth curve figures, the combination of  low interference with a high search rate and less handling time 
shifts the curve to the left, whereas the opposite combination shifts it to the right. Thus, if  the predator 
can subdue a prey quickly without much competition from other predators, the prey population can be 
reduced faster than in the presence of  competitors interfering in the process. The mutual interferences 
increase with the increase in predator density, thereby facilitating the survival of  the prey population. 
The mutual interference can be age-class dependent[32,56,57]. When the predators are in their initial years, 
they may lack efficiency in hunting and also outdo a competitor. This is applicable to a number of 
insect predators, as observed in Notonecta hoffmani[57,58], the predatory phytoseiid mite Phyloseiulus 
persimilis[59], and Callicorixa producta (Hemiptera: Corixidae)[60]. But with age, they learn the tactics, 
eventually increasing their competition efficiency, so mutual interference is increased, which means the 
predators take enormous time to bring the prey population to extinction. 

From the results, it is apparent that the local scale extinction of  the mosquito or prey is 
possible, but interference between the predators benefits the prey. In a situation where resources are 
constant, as the population grows, the resources available for individuals dwindle over time. It is 
assumed that there is no time lag, i.e., the population growth rates of  each species change instantly with 
a change in any prey or predator number. Further, it is also assumed that the external environment has 
no influence on the rate of  population growth and that there are no age, body size, or sex effects of 
individuals on the population growth rate. The assessment of  the mutual interference involving the 
hemipteran predators indicates the possible impact on prey regulation, provided more than one predator 
is present in the habitat. Owing to the interference, the prey vulnerability is reduced, and the resultant 
effect benefits the prey population, i.e., the mosquito prey in the present instance. Such situations 
therefore provide evidence to consider the coexistence of  the mosquito and the predators, but with less 
impact on the mosquito population. 

When the magnitude of  mutual interference of  D. rusticus is less than that of  A. bouvieri, i.e., D. 
rusticus consumes more mosquito larvae[23], food left for A. bouvieri is less, considering the handling time 
and search rate for both species remain the same. Due to the indirect effect of  the interaction chain in 
exploitative competition, the A. bouvieri population reduces. Here, in the graphs, the search rate and 
handling time are different for both species. Even if  the search rate is more or less similar, the handling 
time is always much greater for A. bouvieri than both D. rusticus and D. annulatus. So, when the mutual 
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interference is less and A. bouvieri is expected to grow faster than both D. rusticus and D. annulatus, its 
higher handling time pulls back its growth rate than D. rusticus and D. annulatus. 

The search rate and the handling time of  the predators change, corresponding to changes 
in biological features like body size, age, and sex[32,61–63]. With the change in body size of  either prey or 
predator, the parameters defining the interaction change, which is manifested in the differential level of  
consumption. With aging, consumption may reduce owing to a reduction in search rate and an increase 
in handling time[32]. For every change in the body morphology[62] or the surrounding environment[61], 
the behavior of  the individuals varies, as do the resultant interactions. However, the changes may vary 
in the behavioral manifestation of  predators in a species-specific manner[63]. This can bring a difference 
in the magnitude of  mutual interference by predators, as discussed for the model, with results depicted 
in the graphs on later pages. The assumption was that with increased interference, the ability of  the 
predators to reduce prey population steeply decreases, and after numerical simulation, it was proved 
to be right. The declining curve for prey growth changes with different values of  mutual interference. 
Sometimes the change is significant with respect to different species and different magnitudes of  mutual 
interference for different numbers of  individuals. When the growth is not significant with the change of  
mutual interference, it is mostly for the same genus (Diplonychus sp. here), from which it may be inferred 
that mutual interference is species specific to some extent. Due to morphology, species of  the same 
genus may have similar structures that intervene in the expression of  mutual interference. The predators 
efficiently turn down the prey population in the presence of  mutual interference, only proving predatory 
efficacy as potent biological control agents in this combination. 

6. Conclusion 
Mutual interference among the predators is present at all trophic levels, with multiple consumers 

and multiple producers. In the part of  a food web where C. quinquefasciatus and other mosquitoes are 
vulnerable to the predation of  the water bugs A. bouvieri, D. rusticus, and D. annulatus, mutual 
interference is a possible way through which the competition among the predators may lead to the 
coexistence of  both the prey and the predator. As elaborated in the models of  the prey-predator 
interactions with functional responses and mutual interferences as the key factors, the variations in the 
values lead to the corresponding variations in prey growth and survival. Using the data on the mutual 
interference and subsequent evaluation through the established equations, we found the population 
variations in the mosquito prey and the water bug predators, which eventually provide evidence of  the 
coexistence of  both the predators and the prey in the concerned water bodies. 
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