Enhancing adult learner success in higher education through decision tree models: A machine learning approach
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Abstract: This article explores the use of machine learning, specifically Classification and Regression Trees (CART), to address the unique challenges faced by adult learners in higher education. These learners confront socio-cultural, economic, and institutional hurdles, such as stereotypes, financial constraints, and systemic inefficiencies. The study utilizes decision tree models to evaluate their effectiveness in predicting graduation outcomes, which helps in formulating tailored educational strategies. The research analyzed a comprehensive dataset spanning the academic years 2013–2014 to 2021–2022, evaluating the predictive accuracy of CART models using precision, recall, and F1 score. Findings indicate that attendance, age, and Pell Grant eligibility are key predictors of academic success, demonstrating the strong capability of the model across various educational metrics. This highlights the potential of machine learning (ML) to improve data-driven decision-making in educational settings. The results affirm the effectiveness of Decision Tree (DT) models in meeting the educational needs of adult learners and underscore the need for institutions to adapt their strategies to provide more inclusive and supportive environments. This study advocates for a shift towards nuanced, data-driven approaches in higher education, emphasizing the development of strategies that address the distinct challenges of adult learners, aiming to enhance inclusivity and support within the sector.
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1. Introduction

In the landscape of higher education, the utility of machine learning (ML), especially Decision Tree (DT) models, has gained significant traction as a means to address the unique and multifaceted challenges encountered by adult learners [1,2]. Adult learners represent a substantial and growing segment of the student population, yet they face numerous socio-cultural, economic, and institutional obstacles that shape their educational experiences. These challenges include pervasive stereotypes that question their ability to learn, financial constraints that hinder their educational progress, and systemic inefficiencies within educational institutions that fail to meet their specific needs [3–6].

Despite the increasing enrollment of adult learners, there remains a significant gap in tailored educational strategies that address these unique challenges. The current study aims to fill this gap by exploring the application of ML, particularly DT models, to generate vital insights that can inform the development of policies, practices, interventions, and services designed specifically for adult learners. By leveraging the
predictive capabilities of DT models, this research seeks to identify key factors that influence the success of adult learners, thereby providing educational institutions with data-driven tools to enhance support systems and improve educational outcomes for this demographic. The rationale behind this study is twofold. Firstly, it aims to address the underrepresentation of adult learners in educational research, particularly in the context of data-driven decision-making. Secondly, it seeks to demonstrate the efficacy of DT models in identifying and addressing the multifaceted challenges faced by adult learners. Through this approach, the study aspires to contribute to the development of more inclusive and effective educational strategies that can accommodate the diverse needs of adult learners, ultimately fostering a more equitable higher education landscape.

Adult learners represent a substantial and growing segment of the student population, yet they face numerous socio-cultural, economic, and institutional obstacles that shape their educational experiences. These challenges include pervasive stereotypes that question their ability to learn, financial constraints that hinder their educational progress, and systemic inefficiencies within educational institutions that fail to meet their specific needs [3–6]. The complexity of these challenges is further exacerbated by issues such as inter-role conflict, the need for education that adapts to changing job markets, and the necessity to balance academic pursuits with work and family responsibilities. In this evolving educational context, machine learning emerges not only as a tool to understand but also to effectively address the needs of adult learners by facilitating the creation of responsive and inclusive educational strategies. DT models, particularly Classification and Regression Trees (CART), can identify patterns and predictors of student success by analyzing vast amounts of educational data. This capability allows institutions to tailor interventions that directly address the specific barriers faced by adult learners.

For example, DT models can highlight how factors such as attendance, age, and Pell Grant eligibility influence graduation outcomes. By understanding these relationships, educational institutions can develop targeted support systems that enhance student engagement, provide financial aid counseling, and offer flexible scheduling options to accommodate work and family responsibilities. Moreover, these models can help predict potential dropouts, allowing for timely interventions that support at-risk students.

Furthermore, with adult learners now representing a substantial segment of the student population in the United States, there is a pressing need to adapt educational offerings, services, and practices to ensure equitable participation in contemporary educational environments [7–9]. This article delves into the application of machine learning within higher education frameworks, assessing the effectiveness of CART decision tree models in predicting graduation outcomes for adult learners. By leveraging these predictive models, this research aims to provide actionable insights that can inform policy and practice, ultimately contributing to more inclusive and effective educational strategies for adult learners.

The DT model, a staple in the realm of data mining, sufficiently handles classification and prediction tasks, making it a valuable tool for educational data analysis [10]. This model distinguishes itself through its recursive approach, which simplifies complex decision-making processes into understandable and easily
interpretable models. Such clarity is particularly advantageous when evaluating graduation rates among adult learners in postsecondary education, where it is important to make informed predictions about student educational trajectories [10,11]. Its proficiency in leveraging historical academic performance to forecast future educational outcomes makes the DT model particularly suited for this task [12,13]. The model’s effectiveness extends to classifying and predicting levels of student achievement with notable precision, utilizing algorithms such as the Iterative Dichotomiser 3 (ID3) to predict graduation outcomes from early academic indicators [14]. Further developments, such as improvements to the C4.5 DT algorithm, an effective technique for creating decision trees that can produce rules from the tree and handle both discrete and continuous attributes, have significantly enhanced its predictive accuracy, making it more reliable for classifying and forecasting student performance across various educational metrics [10,14].

2. Literature review

The utility of Classification and Regression Trees (CART) in higher education analytics is underscored by their efficiency in dissecting complex categorical data. Their straightforward and interpretable structure facilitates initial analysis and feature selection, making them ideally suited for examining the influence of various attributes, including categorical ones. The foundational work on Decision Trees (DT), based on Quinlan’s [15] C4.5 algorithm, illustrates their application in predicting the success rates of adult learners, providing a robust framework for subsequent studies.

2.1. Graduation rates and academic performance

In the realm of academic outcomes, Gotardo [16] successfully utilized decision trees (DT) to predict graduation rates and licensure examination success with notable precision. Similarly, Alsariera [17] identified artificial neural networks (ANNs) as highly effective in forecasting student performance, a finding supported by Martins et al. [18] and Garg et al. [19], who noted the superior predictive accuracy of such networks. Tarmizi et al. [20] and Ivanov [21] further demonstrated the efficacy of decision trees in assessing mathematical competencies and predicting academic achievement, highlighting the strong predictive capacity of these models. Recent studies have continued to affirm the utility of ML models in educational settings. Crismayella et al. [22] employed the Adaboost algorithm alongside DT to classify graduation rates, achieving an accuracy increase from 70% to 82.14% through boosting. Nguyen et al. [23] demonstrated that RF models could effectively predict on-time graduation, identifying academic processing information and GPA as critical predictors. Additionally, the team found that multiple ML algorithms, including DT, could reliably forecast graduation outcomes based on various academic and demographic factors.

2.2. Analyzing academic and employment outcomes

Akmeshe et al. [24] and Zhou et al. [25] validated the efficiency of DT in predicting academic performance, particularly when analyzing e-learning behaviors and socio-demographic factors. Oreški et al. [26] applied the DT algorithm to a
Croatian dataset, achieving high accuracy in predicting student outcomes, while Khor [27] found decision trees superior in the early detection of low-performing students, emphasizing the importance of assessment scores and virtual learning interactions. Furthermore, Yan et al. [28] employed DT to predict student employment outcomes based on educational backgrounds and work experiences. Recent studies have further expanded on these findings. Meng [29] utilized DT to analyze and predict the employment status of college students, finding significant factors that affect student employment outcomes. Similarly, Pradana et al. [30] compared different tree-based algorithms and identified the Logistic Model Tree (LMT) as the most accurate for predicting employee attrition. Yin [31] proposed an improved DT method for optimizing employment guidance, demonstrating superior performance in improving employment rates and internship rates compared to traditional methods.

2.3. Mental health assessment and model versatility

Muzumdar et al. [32] demonstrated the eXtreme Gradient Boosting (XGBoost) model’s superior efficacy in assessing student mental health, showcasing the potential of advanced ensemble techniques to identify patterns and predictors of mental health issues, thereby enabling timely interventions. Alsariera et al. [17] and Teng et al. [6] highlighted the effectiveness of support vector machines, DT, and Random Forests (RF) across various educational applications, from predicting graduation rates to facilitating data-driven decision-making. Recent studies have further underscored the versatility of DT in mental health assessment. Battista et al. [33] applied decision trees to youth mental health survey data, finding them particularly useful for identifying high-risk subgroups for targeted intervention. Li [34] improved the traditional ID3 algorithm for mental health assessment, enhancing classification accuracy and model fit. Additionally, Xiaocheng [35] used DT to evaluate college student mental health, specifically predicting depression, anxiety, and suicidal ideation. Furthermore, Krishnan et al. [36] applied DT alongside support vector machines to predict mental health issues in higher education students during the COVID-19 pandemic, achieving high classification accuracy.

2.4. The role of machine learning in higher education

The integration of machine learning in higher education transcends traditional frameworks, playing a crucial role in the analysis of student performance data and forecasting educational outcomes. Various ML algorithms, including RF, DT, and NN, have proven effective in forecasting student achievement, retention, and graduation probabilities. This body of research emphasizes ML’s capacity to enhance data-driven decision-making and support the development of inclusive and flexible educational models that cater to adult learners [3,21,37,38]. Recent studies continue to highlight the transformative impact of ML in higher education. Tahiru et al. [39] conducted a bibliometric analysis illustrating the global research trends in ML-based predictive systems in higher education, emphasizing the growing contributions from countries like China, Belgium, and Spain. Mao, Fang, and Xia [40] developed a model using educational AI to predict the influence of student participation on final exam results, showcasing how ML can improve teaching methods in real-time. Pinto et al. [41]
conducted a systematic literature review identifying the prediction of academic performance and employability as the most researched applications of ML in higher education.

This literature review explores the role of ML in enhancing educational outcomes for adult learners. It highlights the diverse applications of ML, from predictive analytics to the creation of adaptive learning systems, discussing their potential to meet the challenges faced by adult learners in higher education. The review identifies key areas where machine learning has been applied, such as student performance prediction and dropout risk assessment, illustrating how these applications contribute to more engaging and effective learning environments [6,42]. This synthesis points to a continued need for research to refine these models, enhance their accuracy, and expand their applicability, allowing institutions to fully leverage the benefits offered by ML technologies.

3. Methods

In this study, a quantitative evaluation of CART DT models was conducted to assess their effectiveness in predicting degree completion rates among adult learners. Utilizing key statistical measures such as accuracy, precision, recall, and F1 score, the analysis aimed to determine which model provided the most reliable forecasts of academic success. The dataset encompassed variables including age, ethnicity, gender, Pell Grant eligibility, and academic performance metrics, spanning the academic period from 2013–2014 to 2021–2022. This comprehensive dataset allowed for a robust analysis of various factors impacting academic outcomes among adult learners.

3.1. Data collection and preprocessing

The initial stages of the study involved data collection and preprocessing, which are crucial for maintaining the integrity and confidentiality of the data. Data was collected securely from a student management system (SMS), anonymized, and stored in a cloud-based system with stringent security measures to prevent unauthorized access. The preprocessing phase involved rigorous data cleaning to correct inaccuracies, integration of data from various sources, and transformation techniques such as normalization and encoding. These steps were essential for preparing the data for machine learning algorithms, ensuring that the data was accurate, cohesive, and suitable for detailed analysis [43].

The preprocessing efforts also included the validation and transformation of data to ensure uniformity and reliability for analysis. Issues such as missing values were addressed by removing records, refining the dataset to 9999 records with enhanced reliability. The feature selection process was driven by a deep understanding of how various demographic, socioeconomic, and academic factors influence educational pathways. Features such as student type, generation, gender, age, ethnicity, and Pell Grant eligibility were considered for their potential impact on educational trajectories. This approach to feature selection and data preparation aimed to optimize the predictive accuracy of the models and provide meaningful insights that could inform educational strategies and support systems for adult learners [33,44].
3.2. Model and evaluation

The model building and evaluation procedures for this study involved a structured approach, beginning with the segmentation of the dataset into training and testing subsets. An 80/20 split ratio was employed, assigning 7999 entries to the training subset and 2000 entries to the testing subset. This division is a widely recognized strategy within ML and data science communities, as it ensures a balanced allocation for model training and validation [45]. The training subset is used to calibrate the model’s parameters and allows the model to learn from a comprehensive array of data points and scenarios, which is critical for understanding the underlying patterns within the data. Conversely, the testing subset is used to evaluate the model’s performance on new, unseen data, assessing its ability to generalize and maintain accuracy across different scenarios.

The development of the predictive models specifically focusing on CART followed a detailed and recursive methodology. The initial parameter settings for this were selected based on a combination of industry best practices and empirical research findings. The initial parameters were chosen to prevent overfitting, especially in highly flexible models such as GBM and DT. The initial parameter selection for each model was a deliberate process guided by established ML theories, empirical evidence from the literature, and insights gained from our dataset’s preliminary analysis [43].

This approach ensured that the model (Table 1) was well-suited to uncover meaningful patterns and relationships within the educational data, setting a strong foundation for the subsequent iterative optimization process. Further, this method aimed to optimize the models’ predictive accuracy and generalization capabilities, ensuring that they performed consistently well across various data samples. This iterative refinement and evaluation phase is essential for fine-tuning the model to achieve the highest level of accuracy and reliability in predicting outcomes [46].

Table 1. Decision tree model parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Max_Depth</th>
<th>Min_Samples_Split</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT1</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>DT2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>DT3</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Note. Table 1 outlines the parameters and accuracy for three separate iterations of the decision tree model—DT1, DT2, and DT3.

3.3. Findings

The CART models, designated DT1, DT2, and DT3, have been rigorously evaluated for their capability to classify and predict educational outcomes, with the findings presented in Tables 2 and 3.

Table 2. Decision tree performance metrics.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Mean CV Score</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT1</td>
<td>0.8315</td>
<td>0.60008</td>
<td>0.143494</td>
</tr>
<tr>
<td>DT2</td>
<td>0.8315</td>
<td>0.70128</td>
<td>0.145324</td>
</tr>
<tr>
<td>DT3</td>
<td>0.8085</td>
<td>0.65158</td>
<td>0.162175</td>
</tr>
</tbody>
</table>

Note. Number of records in training set = 7999, number of records in testing set = 2000.
The performance metrics for the DT models (DT1, DT2, and DT3) indicate varying levels of accuracy and generalizability. Both DT1 and DT2 models achieved an accuracy of 83.15 percent, demonstrating strong predictive capabilities. However, DT2 stands out with the highest mean cross-validation (CV) score of 70.12 percent, indicating superior generalizability across different subsets of the dataset. Despite having a slightly higher standard deviation than DT1, DT2 shows the least variability in performance among the three models. On the other hand, DT3, although displaying a lower accuracy rate of 80.85 percent, maintains a competitive edge with a mean CV score higher than that of DT1. The relatively high standard deviation of 0.162175 for DT3 suggests more variability in its performance across various data samples, pointing to a potential need for further optimization to enhance its predictability and stability.

The results from Tables 2 and 3 demonstrate the effectiveness of CART DT models in educational data analysis. DT2, in particular, stands out with its high accuracy and impressive recall score, highlighting its capability to accurately predict outcomes and reliably identify relevant cases. The overall performance of the DT models underscores their utility in classifying and predicting educational outcomes, with each model offering distinct advantages for different application needs. Additionally, Figure 1 showcases a confusion matrix that visualizes the actual versus predicted values for DT1, DT2, and DT3, further illustrating the potential of these models in educational settings.
The confusion matrix for DT1, DT2, and DT3 visualizes their actual versus predicted values, divided into four quadrants. The top left quadrant shows True Positives (TP), with 1226 cases accurately identified as positive. The top right quadrant shows False Positives (FP), with 59 cases incorrectly labeled as positive. The bottom left quadrant indicates False Negatives (FN), where 278 positive cases were misclassified as negative, and the bottom right quadrant contains True Negatives (TN), with 437 cases correctly identified as negative. DT1 and DT2 both exhibit strong predictive capabilities, achieving an accuracy of 83.15 percent, calculated by dividing the sum of true positives and negatives (1663) by the total predictions (2000).

4. Analysis

The analysis of DT models—DT1, DT2, and DT3—demonstrates a complex interaction between the models’ parameters and their predictive outcomes. Changes in tree depth and node-splitting criteria significantly affect the accuracy of these models. Notably, DT2, optimized for depth and sample splits, exhibits a high recall rate, suggesting its strong ability to identify true positives, albeit at the cost of reduced precision, indicating a preference for sensitivity over specificity.

The evaluation of feature importance, as shown in Tables 4 and 5, highlights the critical variables that drive academic success predictions. Attendance, Age, and Pell Grant eligibility consistently emerge as the most influential factors across all three models, underscoring their pivotal roles in predicting graduation outcomes. For DT1 (Figure 2), Attendance is particularly significant, contributing to 39% of the model’s focus, followed by Age and Pell Grant eligibility. This pattern is similarly observed in DT2 (Figure 3), with slight variations in the percentage contributions of these features.

<table>
<thead>
<tr>
<th>Model</th>
<th>Max_Depth</th>
<th>Min_Samples_Split</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT1</td>
<td>5</td>
<td>2</td>
<td>0.8315</td>
</tr>
<tr>
<td>DT2</td>
<td>3</td>
<td>3</td>
<td>0.8315</td>
</tr>
<tr>
<td>DT3</td>
<td>2</td>
<td>3</td>
<td>0.8085</td>
</tr>
</tbody>
</table>

Table 4. Decision tree model parameters and accuracy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Attendance</th>
<th>Age</th>
<th>Pell</th>
<th>Entry GPA</th>
<th>Generation</th>
<th>Gender</th>
<th>Ethnicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT1</td>
<td>0.39</td>
<td>0.34</td>
<td>0.24</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>DT2</td>
<td>0.40</td>
<td>0.36</td>
<td>0.25</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>DT3</td>
<td>0.53</td>
<td>0.45</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 5. Decision tree feature importance.
DT3 (Figure 4) shows a marked increase in the importance assigned to Attendance and Age, emphasizing the crucial role of student engagement and life stage in academic success. Interestingly, DT3 introduces Gender with a 5% influence, hinting at its potential, albeit minor, relevance in educational outcomes. These insights across the models underline the necessity for educational strategies that enhance student engagement, address financial barriers, and consider the diverse needs related to student age and, to some extent, gender, thereby guiding targeted interventions to boost graduation rates.
5. Discussion

The analysis of DT models provides valuable insights for educational institutions aiming to utilize predictive analytics to enhance student success and retention. These findings underscore several critical factors that influence academic outcomes for adult learners.

5.1. Importance of student engagement

The analyses highlight the critical importance of student engagement, particularly regular attendance and active participation, in predicting academic success. Policies and interventions designed to boost attendance and engagement could significantly enhance educational outcomes. This aligns with previous research that emphasizes the role of student engagement in academic achievement [3, 5]. The feature importance analysis consistently showed Attendance as one of the top predictors across all DT models, reinforcing its vital role.

5.2. Effects of age and financial aid

Understanding the effects of age and financial aid on student performance can help institutions tailor support services more effectively to meet the needs of adult learners. The findings indicate that age and Pell Grant eligibility are significant predictors of academic success. This corroborates previous studies that have identified financial support as a crucial factor in promoting student retention and success [4, 6]. The DT models revealed that older students and those receiving financial aid tended to have different educational trajectories, suggesting the need for targeted support interventions for these groups.

5.3. Gender as a predictive factor

The introduction of gender as a predictive factor, albeit with a lesser weight, indicates a complex interaction of identity factors in educational achievement. DT3’s
inclusion of Gender, while minor, suggests emerging insights into how demographic factors can influence educational pathways. This finding aligns with broader educational research that highlights the intersectionality of gender with other demographic factors affecting academic outcomes [7].

5.4. Model sensitivity and parameter adjustments

The sensitivity of DT models to adjustments in parameters such as Max_Depth and Min_Samples_Split is evident from the analysis. DT2, with its moderate depth, maintained high recall capabilities but showed variations in precision. This illustrates the nuanced balance between identifying true positives and minimizing false positives, a common challenge in predictive modeling. The performance of DT2 aligns with Gafarov et al. [45], who noted the importance of parameter tuning in optimizing model performance.

5.5. Feature importance

The feature importance analysis indicated a shift in emphasis towards Attendance and Age as primary predictors of academic success. DT3, in particular, increased focus on these aspects, highlighting their critical role in educational outcomes. This shift mirrors findings from Jacob and Henriques [43], who identified similar predictors in their educational data mining study. The consistent emphasis on these features across different models and studies underscores their significance in shaping educational strategies.

5.6. Implications for educational institutions

These results lay the groundwork for educational institutions to develop targeted strategies that cater to the diverse needs of their student populations. By focusing on enhancing engagement, addressing financial barriers, and recognizing the nuanced influences of demographic factors, institutions can create more inclusive and supportive educational environments. This approach is supported by recent studies that advocate for data-driven, personalized educational strategies to improve student outcomes [33, 44]. The findings from the DT analyses, therefore, provide a robust foundation for educational institutions to implement predictive analytics in their strategies for student success. The insights gained from this study contribute to the growing body of research on the use of machine learning in higher education, highlighting both the potential and the challenges of these advanced analytical tools.

5.7. Limitations and future research

This study, while comprehensive, has several limitations that must be acknowledged to provide context for interpreting the findings and guiding future research. Firstly, the dataset used in this study spans from the academic years 2013–2014 to 2021–2022. Although this provides a broad temporal scope, it may not capture the most recent trends and developments in higher education, particularly those influenced by the COVID-19 pandemic. Additionally, the geographical constraints of the dataset, being limited to a specific region, may affect the generalizability of the findings to other regions with different educational systems and socioeconomic
conditions. Furthermore, while key variables such as age, attendance, and Pell Grant eligibility were included, other potentially influential factors like part-time versus full-time enrollment, online versus in-person learning, and specific support services utilized were not considered.

Secondly, there are methodological constraints inherent in the study. The primary utilization of DT models, while effective, has limitations in handling certain types of data and interactions between variables. Other ML models, such as NN or ensemble methods, might better capture these complexities. Additionally, the preprocessing steps involved standard techniques, but more advanced feature engineering could enhance model performance and uncover deeper insights.

Thirdly, limitations regarding sample size and diversity must be noted. The final dataset, refined to 9999 records, may not fully represent the broader adult learner population, particularly concerning diversity in demographic characteristics and educational backgrounds. Moreover, there is a potential for sampling bias, as the dataset might overrepresent certain groups of students, such as those more likely to apply for Pell Grants, while underrepresenting others.

Future research can build on this study by exploring how age, attendance, and Pell Grant eligibility affect adult student success through several avenues. Firstly, qualitative studies could provide valuable insights. A qualitative study could explore the influence of learning experiences, study habits, and cultural backgrounds across different adult age groups by interviewing adults who have returned to higher education. This approach would help capture deeper insights into the qualitative aspects that quantitative data alone cannot provide.

Secondly, revisiting the role of GPA as a predictor of success presents another important research avenue. Longitudinal studies could track changes in GPA’s predictive power over multiple academic periods and life stages. Additionally, research could examine the specific impact of GPA on the initial and subsequent college attempts of adult learners, comparing how GPA’s influence may change as students return to school after significant life experiences.

Thirdly, broadening research to include factors like socioeconomic status, employment, and family responsibilities would offer a comprehensive view of the student experience through both quantitative and qualitative analyses. This broader scope could provide a more nuanced understanding of the challenges and supports needed by adult learners. Moreover, investigating faculty and policymaker perspectives on machine learning and data-driven decision-making could reveal how these tools shape institutional policies, particularly when data challenges traditional views. This research could inform resource allocation and institutional changes, ensuring that policies are both data-driven and responsive to the needs of adult learners. There is also potential to explore how higher education institutions manage technological advancements and the implementation of ML, focusing on data collection and operational capabilities. Thus, these research directions highlight the importance of a nuanced, data-driven approach in making educational decisions that could make higher education more inclusive, adaptable, and supportive for adult learners. The findings from such research could significantly influence policy formulation, refine institutional practices, and enhance services for adult students.
6. Conclusion

In the evolving landscape of higher education, the application of machine learning (ML) techniques, particularly Decision Tree (DT) models, has garnered significant attention for their potential to address the unique challenges faced by adult learners. This study sought to explore the efficacy of Classification and Regression Trees (CART) in predicting academic success among adult learners, focusing on key variables such as age, attendance, Pell Grant eligibility, and other demographic factors. Adult learners represent a substantial and growing segment of the student population in the United States. They encounter a myriad of socio-cultural, economic, and institutional obstacles that impact their educational experiences and outcomes. Despite their increasing presence, there is a notable gap in tailored educational strategies that address the specific challenges of adult learners. This study aimed to fill this gap by leveraging ML techniques to provide data-driven insights that can inform the development of inclusive and effective educational policies and practices.

The study utilized a comprehensive dataset spanning from the academic years 2013–2014 to 2021–2022, encompassing variables such as age, ethnicity, gender, Pell Grant eligibility, and academic performance metrics. A quantitative evaluation of CART DT models was conducted to assess their effectiveness in predicting degree completion rates among adult learners. Key statistical measures such as accuracy, precision, recall, and F1 score were used to evaluate model performance. The dataset was divided into training and testing subsets using an 80/20 split ratio to ensure a balanced allocation for model calibration and validation.

The analysis revealed several critical insights. Attendance emerged as a primary predictor of academic success, underscoring the importance of student engagement. Age and Pell Grant eligibility were also significant predictors, indicating the need for tailored support services for older students and those receiving financial aid. Gender, while a minor factor, provided emerging insights into the complex interaction of demographic variables in educational outcomes. The sensitivity of DT models to parameter adjustments highlighted the necessity of fine-tuning to optimize predictive accuracy. These findings align with and extend previous research, contributing to a deeper understanding of the factors influencing adult learner success.

While this study provides valuable insights, several avenues for future research are recommended:

Qualitative Studies: Conduct qualitative studies to explore the nuanced experiences of adult learners, focusing on learning experiences, study habits, and cultural backgrounds across different age groups.

Longitudinal Analysis of GPA: Revisit the role of GPA as a predictor of success by applying new data in longitudinal studies to track its predictive power over time and across different life stages.

Broader Socioeconomic Factors: Expand research to include a wider range of socioeconomic factors, such as employment status and family responsibilities, to provide a comprehensive view of the adult learner experience.

Faculty and Policymaker Perspectives: Investigate the perspectives of faculty and policymakers on the use of ML and data-driven decision-making in higher education, focusing on how these tools can shape institutional policies and practices.
Technological Integration: Explore how higher education institutions manage the integration of ML technologies, with a focus on data collection practices and operational capabilities.

By addressing these areas, future research can further enhance the understanding and support of adult learners, contributing to more equitable and effective educational environments.

This study underscores the potential of ML techniques, particularly DT models, to provide actionable insights that can transform educational strategies for adult learners. The findings highlight the importance of data-driven approaches in developing tailored interventions that enhance student engagement, address financial barriers, and recognize the diverse needs of the student population. As higher education continues to evolve, these insights will be crucial in creating inclusive and supportive learning environments that foster the success of all students.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CART</td>
<td>Classification and Regression Trees</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>RF</td>
<td>Random Forests</td>
</tr>
<tr>
<td>DT</td>
<td>Decision Tree</td>
</tr>
<tr>
<td>ID3</td>
<td>Iterative Dichotomiser 3</td>
</tr>
<tr>
<td>ANNs</td>
<td>Artificial Neural Networks</td>
</tr>
<tr>
<td>XGBoost</td>
<td>eXtreme Gradient Boosting</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Networks</td>
</tr>
<tr>
<td>SMS</td>
<td>student management system</td>
</tr>
<tr>
<td>GBM</td>
<td>Gradient Boosting Machine</td>
</tr>
<tr>
<td>CV</td>
<td>cross-validation</td>
</tr>
<tr>
<td>TP</td>
<td>True Positives</td>
</tr>
<tr>
<td>FP</td>
<td>False Positives</td>
</tr>
<tr>
<td>FN</td>
<td>False Negatives</td>
</tr>
<tr>
<td>TN</td>
<td>True Negatives</td>
</tr>
<tr>
<td>LMT</td>
<td>Logistic Model Tree</td>
</tr>
</tbody>
</table>
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