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Abstract: In this work, an effort is made to apply the FractalNet model in the field of plant 

disease classification. The proposed model was trained and tested using a “PlantVillage” plant 

disease image dataset using a central processing unit (CPU) environment for 300 epochs. It 

produced an average classification accuracy of 99.9632% on the test dataset. The experimental 

results demonstrate the efficiency of the proposed model and show that the model achieved the 

highest values compared to other deep learning models in the PlantVillage datasets. 
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1. Introduction 

Diseases, insects and nutrient deficiencies are the most common threats to crop 

growth, negatively affecting total crop production and the farmer's net profit. 

Diagnosis and treatment of diseases and application of fertilizers play an important 

role in reducing yield loss. 

Therefore, accurate and early disease detection is necessary as it is among the 

best possible solutions for early disease control and improved crop performance as 

well as avoiding unnecessary waste of financial resources. 

Conventional disease detection is not feasible for all cultivated fields and all 

farmers. This requires finding suitable human experts to diagnose and treat diseases, 

which takes time and money. 

Hence the need for an intelligent system capable of automatically classifying and 

diagnosing plant diseases to overcome the difficulties of the traditional approach. 

Today, with the activation and application of artificial intelligence in the field of 

agriculture and food security, many deep learning (DL) models have been used, and 

many models of deep learning methods have been proposed to detect and classify plant 

diseases. 

In the research that follows, we present our approach to the challenge with two 

objectives. The first objective is to study and determine the relevance of the FractalNet 

for the task of classifying plant diseases. The second goal is to get the lowest possible 

error on a set of PlantVillage test images. It should be noted that no study has 

attempted to address this aspect before, as this is the first work that addresses the field 

of plant leaf disease classification using FractalNets. 

The main contributions of this research are: 

• We applied for the first time the FractalNet model on the PlantVillage database 

for the classification of plant diseases. 

• We present a detailed experimental study of the FractalNet for the plant disease 

classification task on a set of PlantVillage test images. 
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• Finally, we show that the application of FractalNet allows to obtain state-of-the-

art results on the PlantVillage dataset considerably improving the accuracy. 

The rest of this work is organized as follows: In section 2, an overview of related 

works is given. Section 3 describes the database. In section 4, the data preparation, 

proposed model and implementation details were presented. Experimental evaluations 

and comparative analysis are presented and discussed in section 5. Advantage and 

future work are reported in section 6. The work is concluded in the last section. 

2. Related works 

Recent developments in artificial intelligence techniques enable the effective 

identification of many diseases and pest attacks in precision agriculture. This 

investigation deals with modern artificial intelligence approaches for the detection of 

plant diseases. 

For the detection of rice plant diseases, Lu er al. [1] proposed a new method for 

identifying rice diseases. The model is able to identify ten rice diseases. Chen et al. [2] 

trained a model called DENSINCEP based on deep transfer learning. 

Sun et al. [3] have developed an improved CNN that offers a test accuracy 

equivalent to 99.35%. Mohanty et al. [4] classified plant diseases using CNN models 

such as AlexNet and GoogLeNet. Too et al. [5] exploited CNN models such as 

ResNet50, VGG16, ResNet101, Resnet152, Inception V4 and DenseNets 121. Atila et 

al. [6] proposed an EfficientNet deep learning architecture for plant disease 

classification. Performance is compared to other CNN models such as AlexNet, 

VGG16 and ResNet50. 

An effort is made by Alaeddine and Jihene [7] to apply the Wide Residual 

Networks model in the field of plant disease classification. Moreover, they have 

proposed DbneAlexnet in the study of Alaeddine and Jihene [8]. 

The literature review shows that most of the work in the literature exploits the 

PlantVillage dataset and performs disease classification of a particular plant or 

multiple plants [9–14]. Moreover, the literature review recognized that residual and 

dense convolutional neural networks performed better than other transfer learning 

techniques in plant disease detection [15]. Transfer learning techniques can lead to 

negative transfer and overfitting issues when using the architecture and weights of 

pretrained models for new applications. In addition, the study of the literature shows 

the importance of data augmentation for classification algorithms. 

From these literatures, we consider all these previous approaches and the 

experiments already performed to determine the best deep learning model a new 

approach in order to obtain better accuracy on the PlantVillage dataset. In this context, 

we adapted the FractalNet model on the PlantVillage database for the classification of 

plant diseases. 

3. PlantVillage database 

The PlantVillage database is introduced by Hughes et al. [16] to enable the 

development of mobile diagnostics of diseases It consists of 61,486 images of healthy 

and unhealthy leaves classified into 38 groups by type and disease. The PlantVillage 

dataset was created with six different augmentation techniques to create more diverse 



Computing and Artificial Intelligence 2024, 2(2), 545.  

3 

datasets with different background conditions. The augmentations used in this process 

were scaling, rotation, noise injection, gamma correction, image flip, and PCA color 

augmentation. 

The images in the database are colored and have different sizes that are why the 

images have been resized to 227 × 227, which is the default size accepted by the model. 

Examples of some plant diseases are shown in Figure 1. 

 

Figure 1. Some of the plant diseases in the PlantVillage dataset. 

4. Materials and methods 

The implementation steps of the proposed plant disease detection model are 

categorized into two phases. The implementation of the proposed model started with 

data preparation. The data preparation phase focuses on augmenting the data. The 

model training phase includes the design and training processes. 

4.1. Data reparation 

Implementing a deep learning algorithm starts with the data preparation phase. It 

includes data collection, data augmentation, and pre-processing steps. Some classes in 

the original dataset have fewer samples. On the other hand, some classes have more 

images. The difference sometimes reaches two thousand images. The number of 

samples must be equal in each class in order to increase the performance of the 

classification algorithms. Data augmentation techniques were used to increase the 

number of samples without the need to collect new data. Cropping, scaling, flipping, 

rotating, filling, affine transforming and tinting techniques were used to produce 

augmented images on the dataset. After data augmentation, the database was split for 

the training, validation and testing process. 

4.2. FractalNet 

FractalNet is introduced by Larsson et al. [17]. It is described as a type of 

convolutional neural network that avoids residual connections in favor of a “fractal” 

design. They involve the repeated application of a simple expansion rule to generate 

deep networks whose structural arrangements are precisely truncated fractals. These 

networks contain interactive subpaths of varying lengths, but do not include any direct 

or residual connections; each internal signal is transformed by a filter and a non-
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linearity before being seen by the following layers. 

4.2.1. FractalNet architecture 

For the base case, f1(z) is the convolutional layer: 

𝑓1(𝑧) = conv(𝑧) 

After that, the recursive fractals are: 

𝑓𝐶+1(𝑧) = [(𝑓𝑐  °
 𝑓𝑐)(𝑧)] ⊕ [conv(𝑧)] 

where C denotes the number of columns as shown in Figure 2b. The number of 

convolutional layers at the deepest path of a single block is equivalent to 2(𝐶−1). For 

a number of columns C = 4, the number of convolutional layers is equivalent to 

2(4−1) = 23 = 8 layers. 

For the joining layer in green color, the elemental mean is calculated. It is not 

concatenation or addition. 

For 5 blocks (B = 5) cascaded like FractalNet as shown in Figure 2c, the number 

of deepest-path convolutional layers in the entire network is 𝐵 × 2(𝐶−1) , i.e., 

5 × 2(4−1) = 5 × 23 = 5 × 8 = 40 layers. 

A layer of 2 × 2 maximum pooling is performed between every two blocks to 

reduce the size of feature maps. Batch Normalization layers and ReLU activation 

functions are used after each convolution. 

 
(a) (b) (c) 

Figure 2. (a) fractal architecture: a simple fractal expansion; (b) recursive stacking 

of the fractal expansion in one block; (c) 5 cascading blocks like FractalNet [17]. 

4.2.2. Architecture of training models 

For FractalNet-34, we use the same first and last layer as ResNet-34 [18], the 

middle of the network consists of 4 blocks (B = 4) and 4 columns (C = 4). We define 

the number of filter channels in blocks 1 to 4 as 128, 256, 512, 1024. 

4.3. Implementation details 

We formed our configurations using a ‘‘Root Mean Square Propagation 

Algorithm’’ with a batch size equivalent to 32 and a weight decrease of 0.0001. 



Computing and Artificial Intelligence 2024, 2(2), 545.  

5 

The learning rate was initialized to 0.01 and divided by 10 twice before the end. 

We formed the network for about 300 cycles at most in a central processing unit 

(CPU). There was no significant change in performance after reaching 300 epochs. 

The python algorithm based on the deep learning library “Keras” to classify and 

recognize images provides the implementation of the CPU. 

5. Results and discussion 

5.1. The performances of FractalNet-34 

Classification accuracy, precision, recall, and F1 score are the standard measures 

to assess the overall performance of classification techniques. FractalNet-34 

performance is shown in Table 1: 

Table 1. Performance of FractalNet-34. 

Model Accuracy Precision Sensitivity F1-score Specificity 

FractalNet-34 99.9632 98.92 98.98 98.95 98.11 

5.2. Discussions 

The main objective of this work is to examine and evaluate the success of the 

FractalNet-34 model in the classification of plant diseases and to compare the 

performances obtained with models from the literature. This section deals with the 

performance of the proposed FractalNet-34 model in the classification of plant 

diseases. Furthermore, it compares the proposed model with other state-of-the-art deep 

learning models and techniques. A comparison with the results of different studies and 

works is presented in Table 2. 

Table 2. PlantVillage test accuracy. 

Ref. Method Precision (%) 

[4] GoogleNet 99.35 

[5] DenseNets-121 99.75 

[6] EfficientNet B5 98.42 

[7] 

WRN-22-2 99.9394 

WRN-28-10 (dropout) 99.9611 

WRN-40-2 99.9533 

[19] Hybrid principal component analysis 59.1 

[20] Dilated TL and ensemble learning 99.10 

Our FractalNet 99.9632 

The experimental results demonstrate the effectiveness of the proposed 

contribution. Moreover, they show that the proposed model offers better results in 

terms of classification accuracy than the various other models. 

6. Advantages and future work 

The proposed model offers an interesting test precision compared to the various 
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works reported in the literature. The importance of the exploited model also lies in its 

repetitive and homogeneous structure which makes it very suitable and compatible for 

integration into embedded system applications. In future work, it is planned to extend 

and augment the PlantVillage dataset artificially by increasing the number of classes. 

This will contribute to the development of models and architectures capable of 

achieving more precise and interesting accuracies. 

7. Conclusion 

The automatic detection and classification of plant diseases is a crucial process 

in agriculture. This work applied a new deep convolutional neural network for the 

classification of common diseases in different plants. In this work, some recent image 

augmentation techniques were used to prepare the proposed dataset for model training. 

The training process was performed on a CPU for up to 300 training epochs. The 

classification accuracy of the proposed model was 99.9632%. 
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