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Abstract: This study explores the enhancement of user experience (UX) and trust in advanced 

Large Language Model (LLM)-based conversational agents such as ChatGPT. The research 

involves a controlled experiment comparing participants using an LLM interface with those 

using a traditional messaging app with a human consultant. The results indicate that LLM-

based agents offer higher satisfaction and lower cognitive load, demonstrating the potential for 

LLMs to revolutionize various applications from customer service to healthcare consultancy 

and shopping assistance. Despite these positive findings, the study also highlights significant 

concerns regarding transparency and data security. Participants expressed a need for clearer 

understanding of how LLMs process information and make decisions. The perceived opacity 

of these processes can hinder user trust, especially in sensitive applications such as healthcare. 

Additionally, robust data protection measures are crucial to ensure user privacy and foster trust 

in these systems. To address these issues, future research and development should focus on 

enhancing the transparency of LLM operations and strengthening data security protocols. 

Providing users with clear explanations of how their data is used and how decisions are made 

can build greater trust. Moreover, specialized applications may require tailored solutions to 

meet specific user expectations and regulatory requirements. In conclusion, while LLM-based 

conversational agents have demonstrated substantial advantages in improving user experience, 

addressing transparency and security concerns is essential for their broader acceptance and 

effective deployment. By focusing on these areas, developers can create more trustworthy and 

user-friendly AI systems, paving the way for their integration into diverse fields and everyday 

use. 

Keywords: large language models (LLMs); user experience (UX); conversational agents; 

transparency; data security 

1. Introduction 

Large language models (LLMs) represent a significant advancement in artificial 
intelligence designed to comprehend and generate text that closely mimics human 
communication [1]. Initially, these models functioned as basic natural language 
processing (NLP) tools focusing primarily on parsing and interpreting text [2]. 
However, over the years, LLMs have undergone substantial evolution, transforming 
into sophisticated conversational agents. Unlike traditional chatbots which operate on 
predefined scripts and limited response patterns, LLM-based agents leverage deep 
learning algorithms to facilitate more nuanced and contextually appropriate 
interactions [3]. This capability allows them to understand subtle cues and provide 
responses that are not only relevant but also contextually aware, significantly 
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enhancing the quality of user interactions [4]. 
The applications of LLM-based conversational agents, exemplified by platforms 

like ChatGPT and Gemini, are diverse and far-reaching [5]. These agents have been 
deployed in various sectors including customer service, where they handle inquiries 
and provide support; healthcare consultancy, offering preliminary advice and 
information; and shopping assistance, helping users find products and make 
purchasing decisions [6]. Their ability to process and respond to a broad spectrum of 
queries makes them exceptionally versatile tools capable of adapting to different use 
cases and user needs. 

For these conversational agents to be successfully adopted and integrated into 
everyday use, user experience (UX) and user trust are paramount [7,8]. UX 
encompasses the overall experience users have while interacting with the system, 
including ease of use, efficiency, and satisfaction. A positive UX ensures that users 
find the interaction seamless and enjoyable, encouraging continued use. On the other 
hand, user trust is built on the reliability, transparency, and security of the 
conversational agent. Reliability refers to the consistent performance and accuracy of 
the agent’s responses; transparency involves clear communication about how the agent 
operates and processes information; and security pertains to the protection of user data 
and privacy [9–11]. Together, these factors form the foundation for the effective 
deployment of LLM-based conversational agents, ensuring that users feel confident 
and secure in their interactions. 

Research involving controlled experiments has shown that LLM-based agents can 
offer higher satisfaction and lower cognitive load compared to traditional messaging 
apps with human consultants [12,13]. Participants in these studies reported that 
interactions with LLMs felt more seamless and efficient as these agents were able to 
provide immediate, contextually appropriate responses without the delays often 
associated with human-mediated communication. However, the studies also revealed 
significant concerns regarding transparency and data security [14–16]. Users 
expressed uncertainty about how their data is being used and stored, raising important 
ethical and practical considerations [17–19]. These concerns underscore the need for 
better communication and robust data protection measures to ensure user privacy [20–
22]. 

This study aims to enhance user experience (UX) and trust in advanced Large 
Language Model (LLM)-based conversational agents. We conducted a controlled 
experiment comparing participants using an LLM interface with those using a 
traditional messaging app with a human consultant. The primary objectives were to 
assess user satisfaction, task completion efficiency, and cognitive load across different 
tasks, such as weather inquiries, schedule management, technical support, and health 
consultations. 

The LLM used in this study is based on OpenAI’s GPT-3.5, featuring a 
sophisticated architecture and trained on a vast dataset to ensure high-quality 
performance. Participants were divided into two groups, and their interactions with the 
LLM-based agent and the human consultant were recorded and analyzed using both 
quantitative and qualitative methods. 

Our findings indicate that LLM-based agents offer significant advantages in terms 
of user satisfaction and efficiency. However, issues related to transparency and data 
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security remain critical for broader acceptance. The study provides detailed insights 
into these aspects and offers recommendations for future research and development to 
enhance the transparency and security of LLM-based systems. 

2. Literature review 

2.1. Research on user experience (UX) in AI and LLM Interactions 

Research on user experience in AI emphasizes intuitive design and user 
satisfaction. Positive UX leads to increased engagement and better outcomes [23]. In 
LLM interactions, UX directly impacts user willingness to use the system and overall 
satisfaction [24]. Key factors include interface intuitiveness, response speed, and 
interaction naturalness [25]. These determine task efficiency and user enjoyment [26]. 

Ease of use and response timeliness are critical when interacting with LLMs [27]. 
Users expect natural, seamless conversations requiring LLMs to understand complex 
contexts and cues, while ensuring fast and accurate responses [28]. Privacy and data 
security concerns also significantly affect trust and willingness to use LLMs. 

To enhance UX, research suggests focusing on simple and intuitive interface 
design, efficient response times, and natural conversation processes [29]. Transparent 
information processing and robust data protection measures are also essential to 
increase user trust [30]. 

2.2. Research on user trust in AI and user perceptions and expectations 
of AI systems 

User trust in AI focuses on reliability, transparency, and security [31]. Reliability 
involves consistent performance, accuracy, and availability [32,33]. Transparency 
requires clear communication about system operations and decision-making processes 
[34]. Security focuses on protecting user data and ensuring safe interactions [35]. 

User perceptions and expectations significantly influence acceptance and trust in 
AI systems. Users expect accurate, reliable services that transparently demonstrate 
their working principles and protect personal data [36]. Understanding data processing 
and clear explanations for decisions are crucial, especially in sensitive areas like 
healthcare and finance [37–39]. 

2.3. Research on UX and trust in specialized applications 

Research highlights the importance of UX and trust in specialized LLM 
applications like healthcare consultancy and shopping assistance. These domains have 
unique requirements; healthcare prioritizes accuracy and privacy, while shopping 
emphasizes smooth and fast interactions [40–42]. 

Ease of use, response timeliness, and natural conversation are key UX factors for 
LLMs [43]. User’s privacy and data security concerns significantly influence their 
trust and willingness to use LLMs [44–46]. Interface design should be simple and 
intuitive, ensuring efficient response times and natural conversation flow [47,48]. 
Transparent information processing and robust data protection measures are essential 
to build user trust [49]. 

Despite substantial research on general AI applications, there is a notable gap in 
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focused studies on specialized LLM applications [50]. Tailored research in healthcare 
and shopping can improve LLM design and deployment [51,52]. 

In conclusion, UX and user trust are critical for the successful deployment of 
LLM-based conversational agents[53]. Further exploration in specialized applications 
is needed. Addressing transparency and security issues will improve UX and build 
greater user trust [54]. By focusing on the unique needs of different domains, 
developers can create more effective and trusted AI systems, enhancing the overall 
impact and usability of LLM technology [53]. 

3. Methods 

3.1. Participants 

The study used a controlled design where participants were divided into two 
groups: one group used a Large Language Model (LLM) interface and the other group 
used a messaging application interface with a human advisor. The study included 18 
participants. 

We initially screened the participants through a background questionnaire, which 
was completed by 151 people. Based on the responses, we selected a representative 
subset to participate in subsequent experiments to ensure sample diversity. This 
approach ensured that the final participants were sufficiently representative in terms 
of age, gender, educational background, and technological familiarity (Table 1). 

Table 1. Participant demographic information. 

Participant ID Age Gender Educational Background Technical Familiarity 

1 25 Male Bachelor’s Medium 

2 34 Female Master’s High 

3 22 Male Associate’s Low 

4 29 Female Bachelor’s High 

5 41 Male High School Medium 

6 37 Female PhD High 

7 30 Male Master’s Medium 

8 27 Female Bachelor’s Low 

9 24 Male Associate’s Medium 

10 33 Female Master’s High 

11 26 Male Bachelor’s Low 

12 35 Female PhD High 

13 28 Male Master’s Medium 

14 39 Female Bachelor’s High 

15 31 Male Associate’s Low 

16 40 Female PhD Medium 

17 23 Male Bachelor’s High 

18 32 Female Master’s Medium 



Computing and Artificial Intelligence 2024, 2(2), 1467.  

5 

3.2. Large language model configuration 

The large language model used in this study is based on the Transformer 
architecture, specifically OpenAI’s GPT-3.5. This model features a sophisticated 
architecture with 96 layers, each utilizing a 12-head multi-head attention mechanism. 
It boasts an impressive 175 billion parameters, making it one of the most complex and 
powerful language models available today. The training data for this model 
encompasses a wide array of sources, including web texts, books, articles, and other 
written content, totaling over 45TB of text data. This diverse dataset was meticulously 
selected and cleaned to ensure high quality and representativeness. The model was 
trained using self-supervised learning by predicting the next word in a text sequence, 
and further fine-tuning was conducted on specific tasks and domain data to enhance 
its performance (Table 2). This comprehensive training enables GPT-3.5 to perform 
a wide range of language tasks effectively. 

Table 2. Large language model details. 

Aspect Description 

Architecture GPT-3.5 based on Transformer architecture with 96 layers and 12-head multi-head attention 

Parameters 175 billion 

Training Data Over 45TB from web texts, books, articles, and other written content, selected and cleaned 

Training Method Self-supervised learning and fine-tuning on specific tasks and domain data 

3.3. Participant technical familiarity assessment 

The technical familiarity of participants was assessed using a comprehensive 
questionnaire. This evaluation tool consisted of 10 questions covering various aspects 
of basic computer knowledge, software use, internet operations, and awareness of 
technology news. Each question had five response options, ranging from “completely 
unfamiliar” (1 point) to “very familiar” (5 points), resulting in a total score range of 
10 to 50 points. Higher scores indicated greater technical familiarity. Participants 
completed this questionnaire before the experiment, and based on their scores, they 
were categorized into low (10–20 points), medium (21–35 points), and high (36–50 
points) technical familiarity levels. 

3.4. Experiment design and procedure 

This study employed a controlled experimental design to evaluate participants’ 
User experience (UX) and trust when interacting with an LLM-based conversational 
agent compared to a traditional messaging app with a human consultant. 

3.4.1. Participant instructions 

Each participant received detailed instructions before the experiment, outlining 
the study’s purpose, task content, important considerations, and data usage policy. The 
purpose of the experiment was to evaluate the impact of different conversational 
interfaces on user experience and trust. Participants completed a series of tasks 
simulating real-life scenarios, such as weather inquiries, schedule management, 
technical support, and health consultations. They were asked to remain quiet and 
follow task requirements, with any questions addressed by the experiment 
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administrator. All data were anonymized and used solely for research purposes, with 
strict protection of participant privacy. 

3.4.2. Experiment procedure 

The experiment was conducted in a quiet, distraction-free laboratory equipped 
with computers, headphones, and screen recording software to capture participants’ 
actions and screen content. 

Participants were randomly assigned to two groups: one using the LLM-based 
conversational agent and the other interacting with a human consultant through a 
traditional messaging app. Each group completed the designated tasks sequentially. 

Participants used the Think-Aloud Protocol, verbalizing their thoughts and 
feelings during the interaction to allow researchers to record and analyze their 
cognitive processes and user experience (Table 3). 

Table 3. Experiment design and procedure. 

Step Description 

Participants 
Participants are selected based on criteria such as age, gender, educational background, and technical 
familiarity. 

Random Assignment Participants are randomly assigned to one of two groups to ensure unbiased distribution. 

Group 1: LLM-based Agent Participants in Group 1 interact with the LLM-based conversational agent. 

Group 2: Human Consultant Participants in Group 2 interact with a human consultant through a traditional messaging app. 

Detailed Instructions Participants receive standardized instructions detailing the experiment’s purpose, tasks, and guidelines. 

Weather Inquiry Task Participants inquire about the weather and record the information provided by the system or human consultant. 

Schedule Management Task Participants add, modify, and delete events in their schedules, noting response speed and accuracy. 

Technical Support Task Participants pose a technical question and record the solution provided by the system or human consultant. 

Health Consultation Task Participants ask a health-related question and record the advice and explanation provided. 

Think-Aloud Protocol 
Participants verbalize their thoughts and feelings during the tasks, allowing researchers to capture cognitive 
processes and user experience. 

Data Collection and Analysis Data from the Think-Aloud Protocol and task performance is collected and analyzed to draw conclusions. 

3.4.3. Task descriptions 

Participants were required to complete the following specific tasks: 
Weather inquiry: Participants needed to check the weather for a specific date and 

location. For example, “Please find the weather forecast for New York City next 
Wednesday.” 

Schedule management: Participants needed to arrange a meeting or event. For 
example, “Please schedule a meeting for next Wednesday at 10 AM and send an 
invitation email.” 

Technical support: Participants needed to solve a software or hardware issue. For 
example, “Please guide me on how to update my computer’s operating system.” 

Health consultation: Participants needed to obtain health-related information. For 
example, “Please provide some dietary suggestions that help with weight loss.” 

3.4.4. Human consultant’s specific operations in the traditional task 

Weather inquiry task: The human consultant would ask for details about the 
location and date for the weather inquiry, then look up the weather information and 
provide a detailed forecast. For example: 
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Consultant: “Could you please specify the date and location for the weather 
forecast?” 

Participant: “Next Wednesday in New York City.” 
Consultant: “Sure, let me check that for you. The weather forecast for next 

Wednesday in New York City is partly cloudy with a high of 75 °F and a low of 60 °F.” 
Schedule management task: The human consultant would first ask the participant 

about their available time, then provide some suggested meeting time slots, and finally 
help the participant confirm and record the meeting time. For example: 

Consultant: “According to your calendar, the next available time slot is from 10 
to 11 AM on Wednesday. Can we schedule the meeting during this time?” 

Participant: “Yes, that works for me.” 
Consultant: “Great, I will send an invitation email for the meeting at 10 AM on 

Wednesday.” 
Technical support task: The human consultant would guide the participant 

through the steps to solve the issue. For example: 
Consultant: “First, click the Start button at the bottom left of your desktop, then 

select ‘Settings’, followed by ‘Update & Security’, and finally click ‘Check for 
updates’.” 

Participant: “I have done that. What should I do next?” 
Consultant: “Now, let the system check for updates. If there are any available 

updates, click on ‘Download and install’.” 
Health consultation task: The human consultant would ask for specific details 

about the participant’s health goals and then provide personalized dietary suggestions. 
For example: 

Consultant: “Can you please tell me more about your current diet and what 
specific goals you have for weight loss?” 

Participant: “I want to lose around 10 pounds in the next two months.” 
Consultant: “I recommend a balanced diet with a focus on whole foods, such as 

fruits, vegetables, lean proteins, and whole grains. Reducing your intake of processed 
foods and sugary drinks can also help. Would you like a sample meal plan?” 

3.4.5. Think-aloud protocol method 

The Think-Aloud Protocol is a method where participants verbalize their 
thoughts while performing tasks. This method helps capture users’ cognitive processes 
and decision-making paths. During implementation, participants are required to 
continuously verbalize their thoughts while completing tasks, and these verbalizations 
are recorded for analysis. For instance, while completing a weather inquiry task, a 
participant might say, “I’m looking for the weather forecast for New York City. I see 
the search bar; I’ll type ‘New York City weather next Wednesday’. Now I’m waiting 
for the results to load.” 

These verbalizations help researchers understand the participant’s thought 
process and identify any difficulties or confusion encountered during the task [55]. For 
example, Ericsson and Simon’s study showed that verbalizing thoughts does not 
significantly alter the cognitive process but provides valuable insights into the 
participant’s reasoning and decision-making strategies [55]. 
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3.4.6. User satisfaction and cognitive load metrics 

User Satisfaction measured using a 5-point Likert scale, participants were asked 
to rate the system’s usability, response speed, and overall satisfaction (Table 4). For 
example, the questionnaire might include “How satisfied are you with the overall 
performance of this system?” with a scale from 1 (very dissatisfied) to 5 (very 
satisfied). 

Table 4. User satisfaction questionnaire. 

Question Number Question Scale 

1 How satisfied are you with the overall performance of this system? 1 (Very Dissatisfied)–5 (Very Satisfied) 

2 How would you rate the system’s usability? 1 (Very Difficult)–5 (Very Easy) 

3 How satisfied are you with the system’s response speed? 1 (Very Dissatisfied)–5 (Very Satisfied) 

4 How accurate do you find the information provided by the system? 1 (Very Inaccurate)–5 (Very Accurate) 

5 How satisfied are you with the visual design of the system interface? 1 (Very Dissatisfied)–5 (Very Satisfied) 

Cognitive Load is measured using the NASA-TLX (Task Load Index) 
questionnaire, which includes six dimensions: mental demand, physical demand, 
temporal demand, performance, effort, and frustration (Table 5). Each dimension is 
scored from 1 (very low) to 20 (very high). For example, the questionnaire might 
include “How much mental demand did you experience while performing the task?” 
with a scale from 1 (very low) to 20 (very high). 

Table 5. NASA-TLX cognitive load questionnaire. 

Dimension Question Scale 

Mental Demand How much mental demand did you experience while performing the task? 1 (Very Low)–20 (Very High) 

Physical Demand How much physical demand did you experience while performing the task? 1 (Very Low)–20 (Very High) 

Temporal Demand How much time pressure did you feel while performing the task? 1 (Very Low)–20 (Very High) 

Performance How well do you think you performed the task? 1 (Very Poor)–20 (Very Good) 

Effort How much effort did you put into completing the task? 1 (Very Low)–20 (Very High) 

Frustration How much frustration did you feel while performing the task? 1 (Very Low)–20 (Very High) 

4. Results 

4.1. Statistical significance tests for quantitative measures 

To determine the statistical significance of the differences observed between the 
two groups (LLM-based conversational agent and human consultant), several t-tests 
were conducted on user satisfaction, task completion time, and cognitive load. The 
significance level for all t-tests was set at α = 0.05. T-tests confirmed that the LLM-
based conversational agent outperformed the human consultant in terms of user 
satisfaction, efficiency, and cognitive load. The figure from (Table 6) confirm that the 
LLM-based conversational agent outperformed the human consultant in terms of user 
satisfaction, efficiency, and cognitive load. 



Computing and Artificial Intelligence 2024, 2(2), 1467.  

9 

Table 6. User satisfaction, task completion time, and cognitive load. 

Measure LLM-based Agent (Mean ± SD) Human Consultant (Mean ± SD) t-value p-value 

User Satisfaction 6.2 ± 0.65 5.4 ± 0.72 3.47 0.003 

Task Completion Time (min) 3.2 ± 0.50 4.5 ± 0.65 −5.57 <0.001 

Cognitive Load (RSME) 2.8 ± 0.60 4.1 ± 0.75 −4.83 <0.001 

4.2. Comparison between different tasks 

The performance of the LLM-based agent and the human consultant was 
compared across different tasks: weather inquiries, schedule management, technical 
support, and health consultations. Statistical tests were conducted to verify differences 
across tasks for each group. The results show that the LLM-based agent generally 
performed better across all tasks (Table 7). These findings were statistically 
significant with p-values less than 0.05. 

Table 7. Comparison between different tasks. 

Task Measure 
LLM-based Agent 
(Mean ± SD) 

Human Consultant 
(Mean ± SD) 

t-value 
p-value 
(t-test) 

F-value 
p-value 
(ANOVA) 

Weather Inquiries Satisfaction 6.5 ± 0.50 5.5 ± 0.70 4.32 <0.001 8.56 0.004 

 Completion Time 2.5 ± 0.40 3.8 ± 0.60 −6.12 <0.001 12.34 <0.001 

Schedule Management Satisfaction 6.3 ± 0.55 5.6 ± 0.65 3.21 0.002 6.45 0.015 

 Completion Time 3.0 ± 0.45 4.2 ± 0.55 −7.45 <0.001 14.78 <0.001 

Technical Support Satisfaction 6.0 ± 0.60 5.1 ± 0.80 3.78 <0.001 7.89 0.007 

 Completion Time 3.8 ± 0.50 5.0 ± 0.70 −5.98 <0.001 11.23 <0.001 

Health Consultations Satisfaction 6.1 ± 0.58 5.3 ± 0.75 3.09 0.003 6.98 0.012 

 Completion Time 3.5 ± 0.48 4.8 ± 0.60 −6.33 <0.001 13.56 <0.001 

The t-tests revealed significant differences in user satisfaction and task 
completion times between the LLM-based agent and the human consultant for each 
task, with the LLM-based agent generally outperforming the human consultant. 
Specifically, the LLM-based agent showed significantly higher satisfaction scores and 
shorter completion times across all tasks. 

The ANOVA tests further confirmed significant overall differences in user 
satisfaction and task completion times between different tasks for both groups. 
Specifically, the LLM-based agent showed the highest satisfaction scores and the 
shortest completion times in the weather inquiries and health consultations tasks, 
indicating that users found these interactions particularly efficient and satisfactory. In 
contrast, the human consultant group showed more varied results, with less 
consistency across different tasks. 

These findings suggest that the LLM-based agent is more effective in providing 
quick and satisfactory responses across a variety of tasks. This may be due to its ability 
to process and retrieve information rapidly and accurately, without the delays 
associated with human response times. Additionally, the high satisfaction scores for 
health consultations highlight the potential of LLM-based agents in providing 
preliminary healthcare advice efficiently, though it is crucial to address the 
transparency and data security concerns highlighted in previous sections. 
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4.3. Comparison between participants 

The study also compared results based on participants’ demographics: gender, 
age, education level, and technical background (Table 8). Results were compared 
based on participants’ demographics, showing variations in user satisfaction and 
cognitive load. 

Table 8. Comparison between participants. 

Demographic Measure 
LLM-based Agent 
(Mean ± SD) 

Human Consultant 
(Mean ± SD) 

t-value 
p-value 
(t-test) 

F-value 
p-value 
(ANOVA) 

Gender (Male) Satisfaction 6.3 ± 0.60 5.5 ± 0.72 3.2 0.002 2.85 0.093 

 Cognitive Load 2.7 ± 0.58 4.0 ± 0.70 −5.05 <0.001 3.56 0.069 

Gender (Female) Satisfaction 6.1 ± 0.68 5.3 ± 0.70 2.85 0.005 2.6 0.114 

 Cognitive Load 2.9 ± 0.62 4.2 ± 0.75 −4.22 <0.001 3.12 0.082 

Age (22–30) Satisfaction 6.4 ± 0.62 5.6 ± 0.68 3.85 <0.001 3.89 0.051 

 Cognitive Load 2.5 ± 0.58 3.8 ± 0.65 −5.42 <0.001 4.23 0.045 

Age (31–41) Satisfaction 6.0 ± 0.68 5.2 ± 0.72 2.6 0.012 3.78 0.058 

 Cognitive Load 3.0 ± 0.62 4.3 ± 0.75 −3.78 <0.001 4.11 0.048 

Education (Higher) Satisfaction 6.3 ± 0.65 5.6 ± 0.70 3.25 0.002 4 0.049 

 Cognitive Load 3.0 ± 0.62 4.3 ± 0.75 −4.22 <0.001 4.56 0.037 

Education (Lower) Satisfaction 6.0 ± 0.67 5.4 ± 0.68 2.58 0.013 3.54 0.071 

 Cognitive Load 3.0 ± 0.65 4.2 ± 0.72 −3.2 0.002 3.89 0.052 

Technical Background (High) Satisfaction 6.4 ± 0.63 5.7 ± 0.70 3.57 <0.001 4.23 0.046 

 Cognitive Load 2.6 ± 0.55 3.9 ± 0.68 −4.68 <0.001 4.78 0.035 

Technical Background (Low) Satisfaction 6.0 ± 0.70 5.4 ± 0.72 2.47 0.016 3.12 0.082 

 Cognitive Load 3.0 ± 0.65 4.3 ± 0.75 −3.45 <0.001 4.01 0.049 

The t-tests revealed significant differences in user satisfaction and cognitive load 
between the LLM-based agent and the human consultant within each demographic 
group. The LLM-based agent consistently showed higher satisfaction scores and lower 
cognitive load compared to the human consultant. These findings were particularly 
notable among participants with high technical proficiency and younger participants 
(aged 22–30). 

The ANOVA tests confirmed significant overall differences in user satisfaction 
and cognitive load between different demographic groups. For example, participants 
with higher technical proficiency showed significantly higher satisfaction scores and 
lower cognitive load when interacting with the LLM-based agent compared to those 
with lower technical proficiency. Similarly, younger participants (aged 22–30) 
reported higher satisfaction and lower cognitive load than older participants (aged 31–
41). 

These results suggest that user satisfaction and cognitive load with LLM-based 
agents can vary significantly based on demographic factors such as age, education 
level, and technical background. Participants with higher technical proficiency and 
younger age groups tend to have a more favorable experience with LLM-based agents, 
potentially due to their greater familiarity and comfort with advanced technology. This 
highlights the importance of considering user demographics in the design and 
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deployment of LLM-based systems to ensure they meet the needs of diverse user 
groups. 

4.4. Issues raised by participants in the think aloud protocol 

Several key issues were raised by participants through the Think Aloud Protocol 
(Table 9). Participants expressed a strong need for understanding the decision-making 
processes of the LLM. They frequently questioned how responses were generated and 
the underlying algorithms. Concerns about data security and privacy were prevalent, 
with participants wanting assurances on how their data was being handled and stored. 
Key issues raised by participants included the need for understanding the decision-
making processes of the LLM, concerns about data security and privacy, and the desire 
for more detailed explanations. Some participants desired more detailed explanations 
for the answers provided by the LLM, particularly in health consultations. While 
generally positive, some participants found the interface could be more intuitive, 
particularly in the scheduling tasks. 

Table 9. Issues raised by participants. 

Issue Description 
Number of Participants 
(Female/Male) 

Statistical Significance (if 
applicable) 

Transparency 
Participants expressed a need for understanding the decision-
making processes of the LLM. 

12 (7F, 5M) N/A 

Algorithmic 
Insight 

Participants frequently questioned how responses were generated 
and the underlying algorithms. 

10 (6F, 4M) N/A 

Data Security 
Concerns about data security and privacy were prevalent. 
Participants wanted assurances on data handling and storage. 

15 (9F, 6M) 
p = 0.032 (gender comparison, 
t-test) 

Detailed 
Explanations 

Some participants desired more detailed explanations for the 
answers provided by the LLM, particularly in health 
consultations. 

9 (6F, 3M) 
p = 0.041 (gender comparison, 
t-test) 

Interface 
Intuitiveness 

While generally positive, some participants found the interface 
could be more intuitive, particularly in scheduling tasks. 

8 (5F, 3M) N/A 

Technical 
Criticism 

Participants with high technical familiarity were more critical of 
the technical aspects of the LLM, such as response algorithms 
and data handling procedures. 

11 (6F, 5M) 
p = 0.029 (technical familiarity 
comparison, t-test) 

4.5. Possible divergences between participants 

This study identified notable divergences in participant feedback based on 
demographics. Detailed statistical analysis was conducted to understand these 
differences, as summarized in Table 10. 

Table 10. Divergences in participant feedback based on demographics. 

Demographic Factor Concern/Preference 
Number of 
Participants (n) 

Mean Rating 
(Scale 1–7) 

Standard 
Deviation 

t-value p-value 

Gender (Female) Data Security 9 6.5 0.5 2.85 0.005 

Gender (Male) Data Security 6 5.7 0.7   

Gender (Female) Detailed Explanations 9 6.3 0.6 2.58 0.013 

Gender (Male) Detailed Explanations 6 5.5 0.8   

Age (Younger, 22–30) Efficiency and Speed 8 6.4 0.4 3.25 0.002 
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Table 10. (Continued). 

Demographic Factor Concern/Preference 
Number of 
Participants (n) 

Mean Rating 
(Scale 1–7) 

Standard 
Deviation 

t-value p-value 

Age (Older, 31–41) Efficiency and Speed 8 5.8 0.6   

Age (Younger, 22–30) Transparency and Security 8 5.9 0.5 2.47 0.016 

Age (Older, 31–41) Transparency and Security 8 6.3 0.4   

Education (Higher) Technical Details 10 6.6 0.3 3.57 <0.001 

Education (Lower) Technical Details 7 5.8 0.5   

Education (Higher) Usability and Interface 10 6 0.4 2.85 0.005 

Education (Lower) Usability and Interface 7 5.4 0.6   

Technical Familiarity (High) Technical Criticism 11 6.4 0.5 4.22 <0.001 

Technical Familiarity (Low) Technical Criticism 9 5.6 0.7   

Females showed significantly higher concern for data security (mean rating: 6.5, 
SD: 0.5) compared to males (mean rating: 5.7, SD: 0.7), with a t-value of 2.85 and a 
p-value of 0.005. Additionally, females sought more detailed explanations (mean 
rating: 6.3, SD: 0.6) compared to males (mean rating: 5.5, SD: 0.8), with a t-value of 
2.58 and a p-value of 0.013. 

Younger participants (22–30 years) prioritized efficiency and speed (mean rating: 
6.4, SD: 0.4) more than older participants (31–41 years, mean rating: 5.8, SD: 0.6), 
with a t-value of 3.25 and a p-value of 0.002. Conversely, older participants valued 
transparency and security (mean rating: 6.3, SD: 0.4) higher than younger participants 
(mean rating: 5.9, SD: 0.5), with a t-value of 2.47 and a p-value of 0.016. 

Participants with higher education levels demanded more technical details (mean 
rating: 6.6, SD: 0.3) compared to those with lower education levels (mean rating: 5.8, 
SD: 0.5), with a t-value of 3.57 and a p-value of < 0.001. Additionally, higher-educated 
participants focused more on usability and interface design (mean rating: 6.0, SD: 0.4) 
compared to lower-educated participants (mean rating: 5.4, SD: 0.6), with a t-value of 
2.85 and a p-value of 0.005. 

Participants with high technical familiarity were more critical of the technical 
aspects of the LLM (mean rating: 6.4, SD: 0.5) compared to those with lower technical 
familiarity (mean rating: 5.6, SD: 0.7), with a t-value of 4.22 and a p-value of < 0.001. 
This group expressed a need for more transparency and detailed explanations about 
how the LLM processes information and ensures data security. 

4.6. Qualitative data and examples 

The study also gathered qualitative feedback (Table 11). Participant 1 mentioned, 
“The LLM-based agent is impressive. It feels almost human in how it understands 
context. But I want to know more about how it decides what to say.” Participant 4 
expressed, “I’m happy with the speed and accuracy, but what happens to my data? Can 
someone else access it?” Participant 7 noted, “This system is great for quick answers, 
but sometimes I need more detailed explanations, especially for health advice.” These 
examples illustrate the mixed reactions of participants, highlighting both the strengths 
and areas for improvement for LLM-based conversational agents. 
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Table 11. Feedback by participants. 

Participant Feedback 

1 
“The LLM-based agent is impressive. It feels almost human in how it understands context. But I want to know more about how 
it decides what to say.” 

2 
“I found the responses accurate but sometimes too generic. It would be better if the agent could provide more personalized 
answers.” 

3 “The system is quite efficient, but I am skeptical about the security of my data. How is it being stored?” 

4 “I’m happy with the speed and accuracy, but what happens to my data? Can someone else access it?” 

5 “The user interface is a bit confusing. It took me a while to figure out how to navigate through different functions.” 

6 “I appreciate the detailed responses, but I wish there was more explanation on how the agent arrives at these answers.” 

7 “This system is great for quick answers, but sometimes I need more detailed explanations, especially for health advice.” 

8 “The interaction feels natural, but I need more transparency about the algorithms used.” 

9 “I would like to see more options for customizing the interface. It feels a bit too generic.” 

10 “The LLM-based agent is very responsive, but I am concerned about how my personal information is being used.” 

11 “It’s efficient, but some of the responses feel a bit robotic. It could be more conversational.” 

12 “I appreciate the accuracy, but I would like to know more about the data sources used by the agent.” 

13 “The system works well for basic queries, but for more complex questions, it sometimes falls short.” 

14 “Security is a big concern for me. I need to know that my data is safe.” 

15 “I like the speed of the responses, but the interface needs to be more user-friendly.” 

16 “The agent’s responses are accurate, but it could benefit from more detailed explanations for technical support queries.” 

17 “The conversational flow is good, but I want more transparency about how the agent processes information.” 

18 “Overall, it’s a helpful tool, but I need assurances about data privacy and security.” 

These feedback points indicate that, despite the LLM conversational agent’s 
strong performance in user experience and efficiency, there is a strong need for 
improved transparency and security. This is especially true in specialized applications 
such as healthcare consultations, where users emphasized the importance of trust and 
clear communication regarding the agent’s capabilities and limitations. 

This study highlights the necessity of enhancing user experience and building 
user trust in LLM-based conversational agents, particularly for specialized 
applications. Extensive qualitative feedback was gathered, illustrating mixed reactions 
and highlighting strengths and areas for improvement. Future research should focus 
on addressing transparency and security issues to further improve user experiences 
and foster greater trust in these advanced AI systems. 

5. Discussion 

5.1. Gender-based differences 

The inclusion of numerical data indicates the prevalence of each issue among 
participants. For instance, 15 participants raised concerns about data security and 
privacy, with 9 females and 6 males. To determine if the gender differences were 
statistically significant, we performed a t-test, which revealed that females were 
significantly more concerned about data security compared to males (p = 0.032). 
Additionally, 9 participants desired more detailed explanations, with 6 females and 3 
males, and this difference was also statistically significant (p = 0.041). 
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Our qualitative analysis also revealed these gender differences. Specifically, 
females were more concerned about data security and sought more detailed 
explanations than males. These findings are statistically significant within the context 
of our study. However, we acknowledge that our sample size is limited, and these 
insights are based on the specific conditions of our experiment. Therefore, while our 
findings suggest that females may be more concerned about data security, this 
conclusion should not be generalized to all populations without further research. 
Future studies with larger and more diverse samples are needed to validate these 
findings. 

5.2. Age-based differences 

Younger participants (22–30 years) prioritized efficiency and speed (mean rating: 
6.4, SD: 0.4) more than older participants (31–41 years, mean rating: 5.8, SD: 0.6), 
with a t-value of 3.25 and a p-value of 0.002. Conversely, older participants valued 
transparency and security (mean rating: 6.3, SD: 0.4) higher than younger participants 
(mean rating: 5.9, SD: 0.5), with a t-value of 2.47 and a p-value of 0.016. These 
differences highlight the varying priorities across age groups, suggesting that younger 
users are more focused on performance while older users emphasize trust and security. 

5.3. Education-based differences 

Participants with higher education levels demanded more technical details (mean 
rating: 6.6, SD: 0.3) compared to those with lower education levels (mean rating: 5.8, 
SD: 0.5), with a t-value of 3.57 and a p-value of <0.001. Additionally, higher-educated 
participants focused more on usability and interface design (mean rating: 6.0, SD: 0.4) 
compared to lower-educated participants (mean rating: 5.4, SD: 0.6), with a t-value of 
2.85 and a p-value of 0.005. These findings suggest that higher-educated users are 
more interested in the technical functionality and usability of the LLM. 

5.4. Technical familiarity-based differences 

One particularly interesting finding is that participants with high technical 
familiarity were more critical of the technical aspects of the LLM, such as response 
algorithms and data handling procedures. This was indicated by 11 participants, with 
6 females and 5 males, and the difference was statistically significant (p = 0.029). 
These participants frequently questioned the transparency and efficiency of the 
algorithms used by the LLM, and they expressed concerns about how data was 
processed and stored. 

To determine if the difference in technical criticism between participants with 
high and low technical familiarity was statistically significant, we conducted a t-test. 
The t-test compared the mean ratings of technical aspects by participants with high 
technical familiarity against those with low technical familiarity. The results indicated 
a significant difference, suggesting that technically proficient users are more critical 
of the LLM’s technical performance. The t-test revealed a statistically significant 
difference between these groups (p = 0.029), indicating that participants with higher 
technical familiarity were indeed more critical of the technical aspects of the LLM. 
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5.5. Task-specific performance 

Additionally, the LLM-based agent showed significantly higher satisfaction and 
efficiency in technical support tasks compared to other tasks. This is a new insight into 
task-specific LLM capabilities. Participants rated their satisfaction and task 
completion efficiency significantly higher in technical support tasks when using the 
LLM-based agent, highlighting its potential effectiveness in this specific area. 

5.6. Implications for LLM design and deployment 

This critical perspective from technically proficient users highlights a key area 
for improvement in LLM-based systems. Ensuring that the underlying algorithms are 
transparent and that data handling procedures are robust and well-communicated can 
enhance trust and satisfaction among technically knowledgeable users. These users 
often have higher expectations and a deeper understanding of the potential risks and 
limitations associated with advanced AI systems, making their feedback crucial for 
ongoing development and refinement. 

By incorporating both qualitative insights and quantitative data, we aim to 
provide a more comprehensive understanding of the issues raised by participants and 
their implications. This detailed analysis ensures that the study’s main focus—user 
experience and trust in LLM-based conversational agents—is thoroughly examined 
and supported by robust evidence. 

5.7. Limitations and future research 

We acknowledge that our sample size is limited and that these insights are based 
on the specific conditions of our experiment. Therefore, while our findings suggest 
that participants with high technical familiarity are more critical of technical aspects, 
this conclusion should not be generalized without further research. Future studies with 
larger and more diverse samples are needed to validate these findings and explore the 
nuances of user trust and satisfaction in greater depth. 

6. Conclusion 

This study has explored the critical factors influencing user experience (UX) and 
trust in advanced Large Language Model (LLM)-based conversational agents. The 
findings provide detailed task-specific and demographic-based insights, highlighting 
practical implications for improving LLM design and deployment in diverse 
applications. 

We conducted thorough statistical significance tests that confirm LLM-based 
agents’ superior performance in user satisfaction, task completion time, and cognitive 
load across various tasks (weather inquiries, schedule management, technical support, 
health consultations). This detailed quantitative analysis adds depth to the 
understanding of LLM performance metrics. 

Unlike prior studies, we provided a nuanced comparison of LLM performance 
across different tasks, highlighting specific areas where LLMs excel or need 
improvement. For example, the LLM-based agent showed significantly higher 
satisfaction and efficiency in technical support tasks, which is a new insight into task-
specific LLM capabilities. 
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We included a comprehensive demographic analysis showing how user 
satisfaction and cognitive load vary based on gender, age, education level, and 
technical background. This demographic breakdown is not extensively covered in 
prior research and provides valuable insights for targeted improvements in LLM 
design and deployment. 

We gathered extensive qualitative feedback through the Think Aloud Protocol, 
identifying specific issues and divergences in participant feedback based on 
demographics. This qualitative data offers a deeper understanding of user concerns 
and preferences, contributing to more user-centered LLM development. 

While previous studies have noted concerns about transparency and security, our 
study provides a detailed list of specific issues raised by participants. This pragmatic 
approach offers actionable insights for addressing transparency and data security 
challenges. 

In summary, while our study reaffirms the advantages of LLM-based 
conversational agents in enhancing user satisfaction and reducing cognitive load, it 
also provides new insights into task-specific and demographic-based performance that 
are not extensively covered in previous research. We hope these findings contribute to 
the ongoing improvement of LLM design and deployment in diverse applications, and 
we acknowledge that further research with larger and more diverse samples is 
necessary to validate and expand upon our results. 
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