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Abstract

We present two integral transforms namely Sumudu (ST) and Elzaki
(ET) transforms for solving systems of integral and ordinary
differential equations. Also, we study some properties of these
transforms. The presented integral transforms are new and simple
for solving problems in systems of integral equations and ordinary
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differential equations. Some examples were successfully solved using
these integral transforms. The obtained results reveal that the two

integral transforms are effective.
1. Introduction

During the last years, many techniques and integral transforms were
used to solve different types of problems in integral, ordinary and partial
differential equations by researchers in sciences and engineering fields.
Finding solutions to these problems of integral, ordinary and partial
differential equations is very important nowadays. The integral and
differential equations play an important role in a wide variety of applied
science fields, including mathematics, geometry, analytical mechanics,
biology, physics, chemistry, economics, engineering and others. Therefore, it

is still finding new applications.

Factually, many integral transforms like Fourier [1], Laplace [2],
Aboodh [3], Mahgoub [4, 5], Sumudu [6] and T. M. Elzaki and S. M. Elzaki
[7] are tools which are convenient to solve linear and nonlinear mathematical
problems. In our work, we focus on Sumudu and Elzaki transforms with their
applications to systems of integral and ordinary differential equations. Also,

we describe the basic ideas and properties of these integral transforms.

In recent decades, much work has been conducted by researchers on
studding novel methods for solutions of systems of integral and ordinary
differential equations. Among these are optimal homotopy asymptotic
method [8], homotopy analysis method [9], Adomian decomposition method
[10], iterative method [11], differential transform method [12], Laplace

transform [13] and Sawi transformation [14].

In this article, we present four sections: Section 2 introduces basic ideas
and properties of these integral transforms. In Section 3, some applications
of systems of integral and ordinary differential equations are presented. In

Section 4, we present conclusions.
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2. Preliminaries

In this section, we present some basic relevant concepts [6, 7, 9, 10].

Definition 2.1. The general IVP for a system of ODEs is given by
dU(z
WE) . g(). Ulzg) = Ui, 1)

where U(z) is a column vector and A(z) is a square matrix.

Definition 2.2. The IEs:

b(x)
u(x) = £(x)+ 2 f k(x, t)u(t)dt, x e [a, b], @)

a
where the functions k(x, t) = (kij(x, 1), f(x)=(f/(x), [(x), ..., [,(x))
and u(x) = (uy(x), uy(x), ..., u,(x)) are column vectors and A =A; are
constants.

Definition 2.3. Let a function in the set 4 be defined as

2]

A={f(t):3M, kky > 0,| f(2)| < Me"/ ; t € (-1) x [0, oo}

Then the ET is stated as
© —t
E(f(t) = T(v) = vj f(t)evd, t>0. 3)
0

Definition 2.4. The ST is obtained over the following set:
L]

A={f(t):3M, kky > 0,| £(1)]| < Me"/ ; 1 € (-1) x [0, oo},

as

S(O)= F(v) =+ | eV, 150, @)
0
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Theorem 2.1 (Linearity property). Let f(¢t) and g(t) be two functions,

and a and b be constants. Then:
(1) E(af (t) + bg(1)) = aE(f(¢)) + bE(g(1)),
(2) S(af(¢) + bg(1)) = aS(f (1)) £ bS(g(1)).
Proof. (1)

Blar(0) £ bele) = v[ (af () £ be0)e ™ dt
0

[e’e] t 0 t

= vz[ af(t)e%dt + v'([ bg(t)e%dt

= avI f(t)eVdt+ bvj g(t)ev dt
0 0

= aE(f(¢)) = bE(g(1)).
2

S(ar0) = bele) = L [ (ar(o) = betope v
0
= %]‘O af(t)e_le + %]‘Obg(t)e%dt
0 0

0 —t boo —t
a -t -t
=;-([f(t)evdti;_([g(t)e"dt

= aS(/ (1)) £ bS(g(1)).

Theorem 2.2 (Differentiation property). If E(f(¢)) = T(v)

S(f(¢)) = F(v), then

)
(6)

and



Sumudu and Elzaki Integral Transforms ... 47

(1) E(f(")(t))——T(V) Z 2k ), n=12,. (7
i=0

2 S(f(”)(t))——F(V) Z F ), n=12,. (8)
i=0

Proof. We can use mathematical induction to prove this theorem.

Theorem 2.3 (Convolution property). If f(t) and g(t) are two

functions, then

(1) E(f(t)* g(1)) = %E(f(t))E(g(t)), ©)
(2) S(f(2) * g(1)) = vS(f(2))S(g(2)), (10)
where

(f *8)(0) = [ f()g(t ~u)d.
0

—x © -5

Proof. (1) Let E(/(1)) = %j 7(x)e ¥ dx and E(g(t)) = % [ g(s)e ™ ds.
0 0
Now, we have

L ey Bteto) - l{[ | f(x)e_deJ[ | g(s)e_TdsD
0 0

—(x+s)

_%I[I f(x)gls)e v ds}dx.

Lett = x+s, so dt = ds, and

% ;'j []j f(x)g(t - x)e_TtdtJ dx
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= L] [ gt~ sy fax = E((r + )0
0 0

(2) Similarly.

Corollary 2.1. ET and ST of some standard functions are given in the
following table:

Table 1. ET and ST of some standard functions

f@) | Ef()=T() | S(f@)=F(v)
1 ) 1
" nly™1 n"
oAt V2 1
1-av 1—av
. av av
sin at _
1+ a2v2 1+ azv2
cos at v !
1+ a®? 1+ av?
h av av
sinh at _—
1- a2v2 1- a2v2
2 1
v
cosh at
1- a2v2 1- a2v2
f(at) aT(v) aF(v)

Proof. We can use Definitions 2.3 and 2.4 to prove the above corollary.

3. Application of the ET and ST to Systems of Integral and
Ordinary Differential Equations

Some applications are given to explain the procedure of solving the

systems of integral and ordinary differential equations using ET and ST.
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Example 3.1. Consider a system of two ODEs

dx

=0

dy _

= 0, (11)

where x(0) = ¢; and y(0) = ¢,.
Solution using ET:

By taking ET to both the sides and using its properties, we have

E(%) + E(ay) = E(0) = @ —x(0) + oY (v) = 0,
E(%j - Blox) = £0) = " y(0) — axv) = 0.

By substituting x(0) = ¢; and y(0) = ¢, into the above system, we have

@ +aY(v) = ¢,

@ —aX(v) = cov.

Now, the solution of the above system is given as

2 3
v acHvV
X(V) = 12 - 22 5
av  +1 av +1
3 2
Y(V) _ oy n CHv

ocv2+l av2+1

From the inverse ET, we have
x(¢) = ¢jcos ot — aey sinar = x(¢) = ¢j cos at — cysinat, ¢3 = acy,

W(t) = oy sinat + ¢y cosat = y(t) = ¢y sinat + ¢y cos at, ¢4 = acy.
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Solution using ST:

By taking ST to both the sides and using its properties, we have

S(Z,xj + S(ay) = 50) = X X0 gy~ 0

S(Z,yj S(ox) = 5(0) = ¥ (V) (VO)—aX(v)=o.

Substituting x(0) = ¢; and y(0) = ¢, into the above system, we get
X0) | oy =4,
A% A%

) axe) -

The solution of the above system is

g 002\/
X(v) = - :
ow2 +1 ow2 +1

c oy c
1 + 2

Y(v) = .
ow2 +1 owz +1

By taking the inverse ST, we have
x(t) = ¢j cos ot — aey sinatr = x(f) = ¢jcosat — ¢y sinat, ¢z = ey,
¥(t) = acp sinat + ¢y cos o = Y(t) = ¢y sin ot + ¢; cos at, ¢4 = acy.

Example 3.2 [15]. Consider a system of three ODEs

dt -

dy _

7 +z+x=1,

dz .

Eer—smt, (12)

where x(0) = y(0) =1 and z(0) = 0.
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Solution using ET:
Applying ET to system (12) and using the properties, we get

2

b

E@"j E(y) = E(¢) = () —ux(0) - ¥(¥) =

E(gj + E(z) + E(x) = E(1) = @ —vp(0)+ Z(v) + X(v) =7,

3

E(illj) + E(x) = E(sint) = Z( ) —vz(0) + X(v) = R

Using initial condition, the system becomes

X(V) -Y(v)=v+ v

1-v’

@+X(V)+Z(V)=V+V2,

3
2004 xw)= .
1+v
This in turn gives
2 3 2
-V —v v v
X(v) = —5— RN P
vV—vi+v-—1 v"+1 v
2
Y(V)_ H
v+l
3 2
_ \4 _ 2_ A4
2= oy

For solving this system, we take inverse ET to both the sides:
x(t) = € +sint,
y(t) = cost,

Z(t)=1-¢.
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Solution using ST:

Here, by applying ST and using its properties, we get

S %) - 50) = (&) = X -0y -

(94 5620+ 5 = 50) = T - 204 20 4 x0) -1,
S(dzj +8(x) = S(sint) = (V) @ +X() = ——

d 1+v2'

Using initial condition, the system becomes

X(v) 1
V()= b
) +X(V)+z(v)—1+l
200y =
I+v
The solution of this system is given by
X(v) = —1-v v 1

Voviiv—1 vEgl 1w

1
v+1

Y(v) =

Z(v)=v‘i =1-—7

Now, by taking inverse ET to both the sides, we have
x(t) = € +sint,
y(t) = cost,

Z(t)=1-¢.
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Example 3.3 [15]. Consider a system of second order ODEs

2

d—;+3x—2y—0

dt
2 2

%+%—3x+5y=0, (13)
t t

with IC: x(0) = y(0) = 0, Z,x (0) =3 and %(o) =2

Solution using ET:

Applying ET to both the sides in system (13), we have
d’x
E| — y +3E(x) - 2E(y) = E(0)
t

X(v)

—(0) 2(0) + 3X(v) = 2Y(v) = 0
E dz E d2 3E E = FE(0
(dt ]+ [dtz] (x) + SE(y) = E(0)

X(v) dx Y(v)
T VE(O)—X -

v%(O) — (0) = 3X(v) + 5Y(v) = 0

Using IC, the following system becomes:

X(V) ~ 3y +3X(v) - 2Y(v) = 0,

X0)

V2

Y)

- 3v+ 2v-3X(v)+5Y(v) = 0.

The solution of the above system is

X() = YEr25) 1 3 ) 1y
w1100 +1 12{92 1) 4l14+02)
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Y() = 202v° +v)) 11 V) 1 3
w1102 +1 4 1++v2) 414972

Taking inverse ET to both the sides, we have

x(¢) = s1n 3t + 1lemt
() = 1—lsinz‘ - lsin .
4 4

Solution using ST:

Applying ST to both the sides in system (13), we have

s{d xJ+3S(x) 25(») = S(0)
dt?

- X0) EV(O) _ x(vo) +3X(v) = 2Y(v) = 0,

s{d—z’“J ; s{‘i y J 35(x) + 55(») = S(0)
t

dr*
dx d
= X(z") _ EV(O) - x(vO) + Y(;) - 7);‘)(0) - yE)O) ~-3X(v)+5Y(v) = 0

14 v

Using IC, the following system becomes:

&;) —%+ 3X(v) = 2Y(v) = 0

X (V)

= +3X(v) - 2Y(v)——
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&;)—%+&;)—%—3X(V)+5Y(V)=O
= X0 5k T sy =2

The solution of the above system is

2
_ v(3 + 25v°) 1 3y 11 v
X(v) = 1 5 ——12( > j+—4( 2),
97 +10v° +1 9 +1 1+v

Y() = 2(12v° + v) _E( v j_l( 3v j
W r10v2 41 4402 4192

By inverse ET to both the sides, the solution is

x(2) = %sin 3t + 1lein t,

(t)—ﬂsint—lsint
N =7 g omne

Example 3.4. Consider a system of second kind IEs

X
u(x) =1-x% + Juz(t)dt,
0

upy(x) = x + Iul(t)dt. (14)
0

Solution using ET:
Applying ET to both the sides in system (13), we have

X

E(u(x)) = E( - x) + E[ f uz(t)dl} = U, (v) = V2 = 2% 1 vU,(v),
0

X

E(uy(x)) = E(x) + E[ j ul(t)dtJ = Uy(v) = v* + vU(v).

0
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This in turn gives
Ui(v) = vU,(v) = v2 =2t
Us(v) = vU (v) = v°.
The solution of the above system is
Uy(v) = v, Ujy(v) = 27,
Taking inverse ET to both the sides, we have
Ui(x) =1, U,(x) =2x

Solution using ST:

X

S(uy(x)) = S(1 - x2) + s[j uz(t)dt} = U(v) = 1= 22 +vU,(v),
0

X

S(uy(x)) = S(x) + S[J‘ul(t)dtJ = Uy(v) = v+ vU(v).

0
This in turn gives
U (v) = vUy (v) = 1 = 202,
Uy (v) = vU(v) = v.
The solution of the above system is
Ui(v) =1, U,(v) =2w.
Taking inverse ST to both the sides, we have
Up(x) =1, U,(x)=2x.

Example 3.5. Consider a system of second kind delay IEs

w(x)=2-e + I(x — ) (wy(t) + ur (1)) dt,
0
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X

Uy(x) = 2x — & +2¢7F + I(x — ) (wy(t) - up (1)) dt. (15)
0

Solution using ET:

By taking ET to both the sides and using its properties, we have
X

E(uy(x)) = E(2) - E(e™) + E[f (x = 1) (e (2) + uz(t))dt}
0

v2

2 2
T3 +vU(v) + vU,(v),

= U(v) = 2% -

E(uy(x)) = EQ2x) — E(e*) + E(2¢*) + E[I (x = 1) (uy(2) - uz(t))dl}
0

v2
+

2 )
T 1+v+vU1(v) VU, (v).

= Uy(v) = 20° —

This in turn gives

2 3 2
2y 2 A2 VO 2v4y
U(v)(1=v7) =vU,(v) = 2v - 1o
5 3 2
Uy () (1 +V2) =20y (v) = —2 =V
-
The solution of the above system is
2 2
v v
Ui(v) = 1= Up(v) = T+

Taking inverse ET to both the sides, we have

U(x) =e*, Uy(x)=¢e™.
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Solution using ST:

Taking ST to both the sides and using its properties, we get

S(u(x)) = S(2) = S(e™) + S[I (r =) (g (1) + uz(t))dtJ
0

= U(v)=2 - ﬁ FV2UL) + VUL (v),

S(up(x)) = S(2x) - S(e*) + S(2e ) + S I(x — 1) (uy(2) — uy(2))dt
0

1
SUz(V)—ZV—m-I‘l_'_V

+ 12U () = VAU, (v).

This in turn gives

2 2 Ch I 2v+1
U1 -) Uy ) =2 - = 2L

3
2 2 =2v  =2v—-2
Uy (v) (1 +v°) = vU(v) = —
1-v
The solution of this system is
1 1
U(v) = -’ Up(v) = 5y

By inverse ET to both the sides, we have

Up(x)=e", Uy(x)=e™.
4. Conclusion

We have provided two integral transforms, namely ST and ET for
solution of systems of integral and ordinary differential equations. We have
applied the selected integral transforms for solving some examples of
systems of integral and ordinary differential equations. Clearly, these



Sumudu and Elzaki Integral Transforms ... 59

transforms are characterized by their simplicity of use. Also, it is accurate

and efficient method for solving such systems of equations.
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